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Abstract

We present a rich, multiwavelength, multiscale database built around the PHAN@S CO (2 1) survey and

ancillary data. We use this database to present the distributions of molecular cloud populations and subgalactic
environments in 80 PHANGS galaxies, to characterize the relationship between population-averaged cloud
properties and host galaxy properties, and to assess key timescales relevant to molecular cloud evolution and star
formation. We show that PHANGS probes a wide range of kpc-scale gas, stellar, and star formgi&#Rrate

surface densities, as well as orbital velocities and shear. The population-averaged cloud properties in each aperture
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correlate strongly with both local environmental properties and host galaxy global properties. Leveraging a
variable selection analysis, wead that the kpc-scale surface densities of molecular gas and SFR tend to possess
the most predictive power for the population-averaged cloud properties. Once their variations are controlled for,
galaxy global properties contain little additional information, which implies that the apparent galaxy-to-galaxy
variations in cloud populations are likely mediated by kpc-scale environmental conditions. We further estimate a
suite of important timescales from our multiwavelength measurements. The cloud-scale freefall time and
turbulence crossing time aré&—20 Myr, comparable to previous cloud lifetime estimates. The timescales for
orbital motion, shearing, and cloudoud collisions are longer, 100 Myr. The molecular gas depletion time is

1-3 Gyr and shows weak to no correlations with the other timescales in our data. We publish our measurements
online, and expect them to have broad utility to future studies of molecular clouds and star formation.

Uni ed Astronomy Thesaurus concepitolecular cloudg1072; Star formation(1569; Disk galaxieg(391);
Millimeter astronomy(1061)

1. Introduction previous works (especially earlier ongshad to rely on

observations in a small number of galaxies or subgalactic
regions, and thus only probed a limited range of host galaxy
properties. While such case studies could yield unique insights
for speci c targets, only systematic surveys across large galaxy
samples can cover a wide, continuous range of host galaxy
rproperties, produce representative population statistics, and

Molecular clouds are deeply igrated with their host galaxies
by a number of intertwined physical processes. The gas
distribution, gravitational potential, radiatioeld, and feedback-
driven ows in the host galaxy regulate molecular cloud formation
and evolutior(Dobbs et al2014 Ballesteros-Paredes et2020).

The internal structure and dynamical properties of these clouds i

turn set the initial conditions fotas formation, which over time ~ MaKe meaningful connections to galaxy evolution models.
reshapes the matter and radiation distribution in the galaxy The PHANGSALMA survey (Leroy et al. 20213 was

(McKee & Ostriker 2007 Padoan et al2014 Klessen & designed to address both of these issues. This survey provides

Glover 2016 Girichidis et al.2020. These complex interactions ~SEnsitive, high-resolution, wideeld-of-view CO(2-1) imaging
lead to strong, observable cdat®ns between the properties of data for 90 nearby, high-mass, star-forming galaxies. With
molecular clouds and the local and global properties of the hostn€Se galaxies sampled uniformly along the star-forming main
galaxy. Characterizing these cleedvironment correlations is Seduénce, PHANG&ALMA enables systematic studies of
thus a promising avenue for understanding the physics governinogIant molecular cloud§&MCs;M  10° M) across an array of

molecular cloud evolution and, consequently, star formation an nwrr]onments Wh?rﬁ most fstarsl form Im thﬁ Ioca_I“ umvgrse.
galaxy evolution, Furthermore, a rich set of multiwavelength ancillary data

Observations of molecular clouds in our Galaxy and a furnishes a multifaceted depiction of these host galaxies,
number of nearby galaxies have ideatl various empirical maklng.lt possible to study their molecular cloud populations in
trends manifesting such clowghvironment correlations.  full environmental context.

Within a galaxy, molecular clouds located closer to the galaxy _ndeed, one of the core science goals that motivated the
center appear denser, more massive, and more turlgelgnt ~ZHANGS-ALMA survey was to characterize the dependence of

Oka et al.200% Colombo et al2014 Freeman et al2017 molecular cloud populations orofjal and local galaxy properties.
Hirota et al.2018 Miura et al.2018 Brunetti et al2021, also Studies on this data set have presented population statistics for key
see Heyer & Dame015. Similar trends have been found in Molecular cloud properties such as mass, size, surface density,
galaxy-scale numerical simulatiorfe.g., Pan et al2015 velocity dispersion, and virial parame{8un et al2018 2020a
Jeffreson et al202Q Tref et al.202]). Recent observational ~Rosolowsky et al202], A. Hughes et al. 2022, in preparafion
works also report that more massive and actively star-formingThey also noted signtant variations among galaxies and across
galaxies tend to host clouds with typically larger sizes, massesmorphological regins within galaxiege.qg., centers, bgrdn the
surface densities, and velocity dispersidittighes et al.  direct predecessor of this paper, Sun e{24l20f) conducted a
20133 Leroy et al.2015 2016 Schruba et aR019 Sun etal.  joint analysis on the PHANG3LMA CO data and multi-
2020a but see Bolatto et aR008 Fukui & Kawamura201Q wavelength ancillary data. They showed that the variations in
Donovan Meyer et aR013. molecular gas turbulent pressure can be attributed to the
To proceed from the existing empirical knowledge to a more dynamical balance between gravity and intéfoxternal
concrete understanding of the cleadvironment correlations, pressure in the gas, as pmsly argued in Galactic and
major advances on two issues are necessary. First, th@xtragalactic moletar cloud studiege.g., Field et al.201%
characterization of environmental dependence often stops at bughes et al2013a Schruba et ak019.
qualitative level in the molecular cloud literature: the  In this paper, we directly address this core science goal of the
“environments are commonly dened in crude, categorical PHANGS-ALMA survey. We build on a cross-spatial-scale
ways (e.g., galaxy centers, stellar bars, spiral armsd they analysis framework used by Sun et @020 and calculate
are merely considered as a secondary, moderating factor on thgopulation statistics for the molecular cloud properties
scaling relations followed by molecular clouds. To better measured in Sun et a(201§ 20203, Rosolowsky et al.
understand the underlying physics, a more direct approacH2021), and A. Hughes et a(2022, in preparatignWe further
would be to quantify the dependence of molecular cloud cross-match them with a large suite of environmental metrics
properties on a set of quantitativenvironmental metrics, depicting the local gas and stellar mass distribution, orbital
such as the local gas and stellar mass surface density, st&inematics, morphological structures, and star formation
formation rate(SFR) surface density, and orbital shderg., activities in the host galaxy. This allows us(i) present the
Hughes et al.2013a Schruba et al2019. Second, many full range of cloud populations and host galaxy environments
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captured by PHANGSALMA, (2) delineate the quantitative
relationships between cloud characterisficg., mass, surface
density, velocity dispersigrand environmental metridg.g.,
gas, star, and SFR surface densjtiand(3) identify a subset
of relationships that carry unique explanat@ngdictive power
among all the observed clotehvironment correlations.
Another goal of this paper is to present a set of machine-
readable data tables that consolidate all the aforementione
measurements from PHANGS-ALMA and ancillary surveys.
These high-level data products have already been used in
number of studies. Herrera et §2020 and Barnes et al.
(2021 have utilized previous versions of these tables to

guantitatively assess several physical mechanisms relevant to

molecular cloud and H region evolution, including stellar

feedback and pressure balance. Several ongoing works als

rely on these tables to calculate the star formatiocierficy

and its link to small-scale turbulence, orbital shear, and disk

instabilities(E. Rosolowsky et al. 2022, in preparation; J. Sun
et al. 2022, in preparation; T. Wiliams et al. 2022, in
preparatioh In this paper, we also utilize the measurements in

these tables to calculate a suite of characteristic timescaleg]

related to the gravity, turbulent motions, orbital motions, and
star formation rate of molecular clouds. The ratios among thes
timescales provide unique constraints on the viable mechan
isms regulating molecular cloud evolution and star formation
(also see e.g., Won@009 Jeffreson & Kruijssen2018
Kruijssen et al.2019a Chevance et al2020a 2020h Kim

et al.20213.

The structure of this paper is as follows. Secidiescribes our
galaxy sample and the sources of all data we use. Settion
elaborates the cross-spatiaiscanalysis framework we use to
assemble the multiwavelength regi@ments into a coherent data
structure. Sectiod presents the distribution of various molecular
cloud population properties and subgalactic environmental
properties measured in this work, and SecBooharacterizes
the correlations between these two types of measurements.
demonstrate an application scenario of our rich multiwavelengt
measurements, Sectibipresents a set of characteristic timescales
relevant to moleculadaud evolution and star formation. Finally,
Section7 summarizes all ourndings.

2. Data

In this paper, we focus on a sample of 80 galaxXs=e
Table Al) selected from the full PHANG&LMA survey
sample(90 galaxies; see Leroy et &0213. We select these
galaxies according to two criteriét) their PHANGSALMA
CO(2-1) observations have beam full width at half maximum
(FWHM) sizes corresponding to physical scales of 150 pc or
smaller, so that each beam roughly probes a GMC-size
molecular gas structure; an@) they are not too heavily
inclined(i  75°), so that we can unambiguously determine the
locations of molecular clouds in the host galaxy. A subset of 28
galaxies in this sample already appeared in Sun G200,
where they utilized earlier versions of the same observational
data sets and data analysis infrastructure.

In addition to the PHANGSALMA CO data, our target

galaxies have abundant multiwavelength coverage, includingThese catalogs are constructed by

radio, mid# near-infraredMIR/ NIR), optical, and neatfar-
ultraviolet (NUV/ FUV) data(Sections2.2, 2.3, 2.4, and2.7).

High-level measurements such as CPROPS object catalogg,

created from CO data cub@®osolowsky et al2021), rotation
curves derived from CO line kinematitsing et al2020, and

>
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morphological feature masks constructed from near-IR images
(Querejeta et al2021) are also available for most targets
(Section2.1.], 2.5, and2.6). These rich ancillary data provide

us with comprehensive information about the multiphase ISM,
stellar disk structures, star formation, and galactic dynamical
properties on  kpc scales for our target galaxies.

In the following subsections, we detail the sources and
dharacteristics of all raw data and high-level data products used
in this study. We provide a schematic summary of these input
data at the top of Figuré

2.1. PHANGSALMA CO Data

We use the PHANGS\LMA CO (2-1) imaging dat&’
Leroy et al.20213 to probe molecular gas properties oh50

éc scales. These data cover the actively star-forming area in
each galaxy 100 kpé on averagpand have sufcient depth

and resolving power to detect and isolate the CO emission from
individual GMCs (with a typical mass of 10°M.). They
include both interferometric and single-dish observations, and
us provide sensitivity to emission on all spatial scales. We
efer interested readers to Leroy et(2021g for more details

éegarding sample selection, observational setup, and data

product characteristics, and to Leroy et(aD21h for an in-
depth description of data calibration, imaging, and product
creation procedures.

In this study, we measure properties of molecular cloud
populations from the PHANG3LMA CO data using two
different approaches. Thest approach measures molecular gas
properties' object-by-object. In this case, the objects of interest
are identied by applying the cloud segmentation algorithm
CPROPS to the PHANGBLMA CO data cubegRosolowsky
& Leroy 2006 Rosolowsky et al2021, A. Hughes et al. in
preparatioh The second approach treats the molecular gas as a
spatially continuous mediumnd extracts measurement in a

.I_‘f‘?oixel-by-pixef fashion directly from the PHANG&LMA CO
n
h

e moment maps, where the beam size corresponds roughly to
the typical size of an individual GMC or giant molecular
associatior{Leroy et al.2016 Sun et al2018 20203.

While the two approaches access similar physical properties
and often lead to similar result&ee Sun et al2020a
Rosolowsky et al.2021), they complement each other in
important ways. The object-by-object approach treats each
identi ed object as a fundamental structural unit, and by
providing size estimates for these objects it probes the spatial
organization of molecular gas. The pixel-by-pixel method
instead treats each resolution element as a fundamental unit,
which preserves information from the smallest recoverable
scale while remaining agnostic about the organization of the
as on larger scales. When presenting our measurements in
Section4, we compare the two approaches to illustrate how
methodological choices could inence the main results.

2.1.1. Object-by-object Measurements

| We extract a set of molecular gas measurements for each
object tabulated in the PHANGSLMA CPROPS catalog$
(Rosolowsky et akR021, A. Hughes et al. 2022, in preparatjon
running CPROPS

40 We use PHANGSALMA internal data release v4, which corresponds to

e rst full public release.
*1 we use the v4 resolution-matched catalogs as described in A. Hughes et al.
(2022, in preparation
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Figure 1. Schematics of the data sources, aggregation methods, and the derived physical quantities. For easier navigation within this paper, we etiomote the s

number relevant to each of the input data products and output quantities.

(Rosolowsky & Leroy2006 on data cubes at a set of common

co prescription as described in Sun et(@20200:

spatial resolutions(60, 90, 120, and 150pc whenever Al ) 1
availablg. Note that A.Hughes et a{2022, in preparation Beor 9 4.35Z2'°M. pc?(Kkms?) 1. (2
present two versions of CPROPS catalogs for the PHANGS- Here, Z is the inferred local gas-phase abundance

ALMA sample: one is constructed from data cubes whose noise
levels are homogenized among all galaxies, and the other from
data cubes with the native noise. We use the latter version in
this paper, becauge) we would like to compare the object-by-
object measurements to the corresponding pixel-by-pixel ones,
which were derived from the original data cubes without noise
homogenization; angb) we would like to recover as much CO
emission above the nois®or as possible.

For each object idented by the CPROPS algorithm, the
catalog records its integrated CO line luminodityg on; CO
line width, co0py and the two-dimensional projected radius
on the sky?® Ropon; These numbers are calculated after
radially extrapolating each object to a hypothetical boundary at
0K brightness temperature and then deconvolving the beam
size and channel width. From these basic observables, we
estimate the following physical properties for each object:

1. Molecular gas mass, §; This is derived from the
integrated C@2-1) line luminosity Lco opj (in units of

normalized to the solar valusee Sectior8.3). While

we use Equatio?) as our ducial prescription, we also
calculate <o using several alternative prescriptions and
include them in the data produdtee AppendixB).

. Molecular gas surface density ;. This is derived from

Mobj and R2D,0bj via
1

obj

2
2D, 0bj

Mob;j
2
R2D,obj

cosi cosi .

obf]' ( 3

Following Rosolowsky et al.(2021), this estimate
assumes a two-dimensional Gaussian lerofor the
projected gas mass distribution and focuses on the area
within an FWHM, which includes half of the total gas
mass. Theosi term accounts for galaxy inclinatigsee
Table Al) by correcting the derived surface densities to
face-on projection. This correction was not present in the
formulae used by Rosolowsky et £021) and previous

Kkms pc) via similar works. We motivate this correction in
AppendixC.
3. One-dimensional velocity dispersiony;. This is derived

Mop; (1
Here,R>; = 0.65 is the adopted CQ-1) to CO(1-0) line
ratio (den Brok et al.2021 Leroy et al.2022, and
coi o) is a varying CO-to-klconversion factor for the
CO(1-0) line. By default, we use a metallicity-dependent

Beoiz 9Rer Lco,oby

42 This radius is dened as the geometrical mean of theed semimajor and
semiminor axes for each idergd object(see Rosolowsky et a2021).

from the measured CO line widtho opj Via

obj T co,ob{COSI)P. (9

Here, co,o0bjcomes from the second momegntoment-

2) of the CO line prole and is corrected for broadening
due to the line spread functighSF; see Rosolowsky

et al. 2021). The extra(cosi)®® term is an empirically
determined correction that accounts for the dependence of
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the observed CO line width on galaxy inclination.

Sun et al.

(see discussions in, e.g., Ballesteros-Par@8é8§ Sun
et al.2020h Kim et al. 2021h Liu et al. 2027).

2.1.2. Pixel-by-pixel Measurements

1. Molecular gas surface density, . This quantity is
derived from the integrated Q@-1) line intensitylco pix
(in units of K kms %) for each pixel, via

il Beorr oRor'lco pixCOS . (9

Here,R;; and con o) represent the adopted CO line
ratio and Cd1-0-to-H, conversion factor as in
Equation(1). The sameosi inclination correction from
Equation(3) also applies here.

2. Molecular gas mass, M. We also record the total

Appendix C details the origin of this term and the
rationale for including it here.
In the following discussions, we will assume that
obj IS dominated by turbulent motions, though this
measurement will include additional contributions from  As an alternative to the object-by-object approach, we also
thermal or ordered, streaming motions. Fundamentally, itderive molecular gas properties aed spatial resolution$0,
re ects the velocity dispersion along the line-of-sight 90, 120, and 150 pc whenever availabieeasured pixel-by-
direction within each object. pixel from the PHANGSALMA CO moment mapgsee Sun
4. Three-dimensional mean radiusy,R This quantity is et al. 2018 20203. The PHANGS-ALMA data reduction
inferred fromRyp op; Via pipeline(Leroy et al.2021h produces two versions of moment
maps: a“broad version that prioritizes high CO ux
Robj MiN Rep opj N R0, H : (5) f‘:omplyetene_ss through highly inclusive signal masking, and a
2cos strict’ version that features high signal-to-nqiSeN) CO line
Here, H= 100 pc is an assumed molecular gas disk moment measurements th.anks to more r.estrictive mas_king. For
thickness perpendicular to the aalax ldheyer & our pixel-by-pixel analysis, we primarily use tHstrict
: Perp H 9 y plameyer moment maps so that only pixels with reliable measurements
Dame2019, and_- would be the expected line-of-sight  5re included in our calculation. To account for the lower CO
depth given the disk inclination, Equati(f) assumes a  yx completeness of tHestrict’ maps, we later estimate their
spheroidal geometry when the object diameter on the sky x completeness by comparing therict’ and*broad maps,
exceeds this line-of-sight depth, and a spherical geometryang  further correct for sensitivity-induced biasésee
otherwise. This is similar to the treatments in Rosolowsky section3.2.2.
et al.(202]), except that here we also correct for galaxy — The “strict; beam-matched moment maps provide CO line
inclination (also see Appendi€). , integrated intensityymoment-0, Ico i CO line effective
Our adopted value foH is likely uncertain by — yidth (see Heyer et al2001), copx and their associated
a factor of 2 due to variations within a galaxy and yncertainties for every pixel with detected CO emission. From
among galaxiege.g., Yim et al.2014 Bacchini et al.  these basic observables, we derive a set of molecular gas
global galaxy mass are also expected.¥ed value of  approach, and estimate their statistical uncertainties through
H =100 pc cannot capture these variations, which meansgayssian error propagation:
that our inferredR,,; values(and any measurements that
rely on them; see bullet points belpvare affected
accordingly. Nevertheless, the functional form of
Equation(5) suggests that at most 3 of the fractional
uncertainty onH will propagate toR,y, which would
only be marginally signicant in comparison to other
sources of systematic uncertaintisge discussions in
Section4.2 and AppendixE).
5. Turbulent pressure, Rp.op; This is derived fronMgy;,
objs and Robj via

1
P _ 2 TEMObi _ 3Mop 1ﬁbj 6) molecular gas mass captured in each Béaia
turb,obj ob§ obYV 4 3 'obj 3 3
3 @Obj CRObj Mpix &O(l ()R211 ICO,pixAbeam . (9)

Here, the mean density,,; is derived fromR,; and the
mass within the FWHM of a two-dimensional Gaussian
pro le (Equation(16) in Rosolowsky et al2027).

6. Virial parameter, i opj. This is derived fromMop;,  op;,

Here,Avean (Q4In2) D2, is the effective area of the
beam with a FWHM ofDpeam (i.€., 60, 90, 120, or
150 pg. No inclination correction is required here, since
both Icopix and Apeam are measuréde ned in the

andRgp; via projected plane of the sky.
. 5 2 R 10T 2. R 3- ( ne—Q|men5|onaI velocity dispersion,x. .Th|s quantity
R, obj ZEkmw ob;FRob ObIRObJ_ (7 is derived from the LSF-corrected CO line widtfo pix
Egrav G(% Mobj) GMob; in each pixel and uses the same inclination correction as
Equation(4):

This formula is derived by calculating the kinetic energy
(Exin) and gravitational potential ener(f,.,) for the gas
within the two-dimensional FWHM size, assuming a
uniform density distributiofconsistent with Rosolowsky
et aI.202]). With this de nition, a _VIrIaI_IZEd ObJeCt WO_U|d _ *3 Since the beam is usually oversampled by the pixel grid in observational
have iropj= 1, Whereas an object in energy equiparti- data, in theoryly, should only be derived for eaghdependenbeam(rather
tion would have vir,obj = 2. But we note that the virial than for each pixgin order to conserve the_total moleg:ular gas mass budget. In
parameter estimated in this way might not be a completeth's work, we only usé,x as an intermediate quantity to derive other pixel-

. . . based measurements, and none of these measurements require an accurate gas
deSC“pt.'C’n of cloud dynamical states if there_are StrONg mass accounting. Therefore, we do not explicitly distinguish between
magnetic eld, surface pressure, or external tidal forces measurements per beam versus per pixel.

pix T co,pix(cosijP. (19
Here, copix represents the CO lineffective width

5
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which is a different line width metric than the one based coherent structure like a GMC or a giant molecular association.
on the second moment used in Equaf@n The effective The pixel-based approach instead views the molecular ISM as a
width is a more robust line width metric than moment-2 continuous distribution of gas while being agnostic about its
at low SN, but it could give biased results when there spatial clustering, and the measurement process simply
are multiple velocity components along the line of sight characterizes the gas captured in each beam. In a sense, the
(Henshaw et al2020. two approaches see the same observational data through

4. Three-dimensional mean radius,;;R We adopt the ifferent lenses, and each attempts to extract measurable
following three-dimensional size for the gas structure properties in a way that is most consistent with its
captured in each beam, mirroring Equat{bn adopted view

D DZ.H Re ecting these different views, there are also important,
%“, 2 ;L : (11 practical differences in the methodologies between these two
cos

approaches, which make it nontrivial to draw direct compar-
Again, thecosi term accounts for galaxy inclination by isons between them. In particular, the object-based approach
converting the molecular gas disk thicknépsrpend- aims to measure the true size and mass of each iddribject
icular to the galaxy plando the depth along the line of  bY deconvqlving the beam an'd extrapolating the dete.cted part
sight. Note that EquatiofL1) yields a singleR,;, value of each object to a hypothetical boundary at 0K brightness

Rpix  min

for each given beam size. temperature. Such operations could in principle account for
5. Turbulent pressure, (R, pix This is derived from i biases due to the nite resolution and sensitivity of the
and i via observations, but they are implicitly model-dependent and not
M. T easily adellpt_able tot the pixel-based approac_h.
Pubpix  ppS 2w T Px_pix (12 The distinct physical models underlying these two
’ 4@§X approaches are also eeted in the different auxiliary

assumptions they adopt when calculating physical quantities.
The object-based approach assumes compact, Gaussian-shaped
gas distributions and calculates gas surface density, turbulent
pressure, and virial parameter for only the half of the gas
located within the Gaussian FWHMEquations (3)—7),

This assumes that the gas mass captured in each bea
is uniformly distributed within a radius dR,x. This is
consistent with the geometrical assumptions adopted in
previous studiege.g., Sun et a2020h), yet it leads to an
inconsistency with the object-based apprd&cjuation(6)).

We comment on this issue in Sectidni.3 consistent with Rosolowsky et aR021). In contrary, the
6. Virial parameter, i pix- This is derived from ;, and pixel-based approach considers all the gas mass detected in
oix Via ' each beam and assumes it is uniformly distributed within the
52 R beam area(Equations (12—(13), in line with Sun et al.
B pix 2Eqin pix pix (13 2018 20203. o _
' Egrav GMpix Considering these complications, we do not necessarily

expect the two approaches to agree in their quantitative results,
Meven though we start from the same CO data cubes and attempt
to de ne measurable properties in a symmetric way.

This also assumes a spherical geometry and a unifor
density distribution withirR,;,. Similar to the situation
with our turbulent pressure estimates, the geometrical
assumptions here are not fully consistent with those
adopted for the object-based analysise Sectior?2.1.3
for fFLJIrther commenj)s X 2.2. Hi Data
We use interferometric H21cm line data to trace the
distribution of neutral atomic gas in each galaxy. These include
both new and archival observations taken by the Karl G. Jansky
Very Large Array(VLA) and the Australia Telescope Compact
The object-based and pixel-based approaches show amrray (ATCA).
apparent symmetry, in the sense that they have many measured Among the 53 galaxies with Hlata(see Table\1), 20 have
quantities in common, such as molecular gas surface densitypeen observed as part of the PHANGSA survey (A.
velocity dispersion, turbulent pressure, and virial parameter.gardone et al. 2022, in prepara)iofihe other galaxies have

This allows us to make direct comparisons between the oy hiya| data from either large nearby galaxy surveys such as

approaches and assess how our methodological choices migqtHINGS (nine galaxies; Walter et aR008, VIVA (six

in uence the quantitative results. However, it is worth . .
o ' .galaxies; Chung et al2009, HERACLES (four galaxies;
emphasizing that, for several reasons, we do not necessaril eroy et al.2009, LVHIS (three galaxies: Koribalski et al.

expect the two approaches to yield exactly the same o ; )
quantitative results. 2018, EveryTHINGS(two galaxies; |. Chiang et al. 2022, in

First and foremost, the two approaches are motivated by twgPréparatiop or individual case studies with the VL¢seven
slightly different views of the structure and geometry of the galaxieg and the ATCA(two galaxies; Murugeshan et al.
molecular ISM in galaxies. The object-based approach views2019. These H data sets have typical angular resolutions
the molecular ISM as a collection of dense, centrally of 15 35 (16 84 percentilp which correspond to linear
concentrated structures, and the central goal of the CPROPScales of 0.7 2.8 kpc(see Sectior8.3 for further discussions
algorithm is to segment the observed CO emission distributionabout Hi data resolution The 3 sensitivity limit ranges
such that each identd CO-emitting object corresponds to a 10 100K km s * for the Hi line intensity.

2.1.3. Notes on the Commonalities and Differences between the
Object-based and Pixel-based Approaches
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Assuming optically thin 21 cm emission, we convert 21 cm For galaxies that do not have FUV datsee TableAl,

line intensityl,; .mto atomic gas surface densityom via column 9, we instead combine GALEX NU\231 nn) and
4, | WISE 22 m data(when NUV is availablgor use the WISE
tom 2 21cm : : : :
—— 2.0 10 COSi . 1 data alondwhen NUV is not available eitheto calculate SFR
M. pc ? ﬁ kms 1 (13 ¢

surface density
Here, aiom includes the(extra 35% mass of helium and

heavier elements. Theosi term accounts for galaxy 4ser 89 102 l2310m
inclination. M. yr 1kpc 2 MJy sr 1
2.3. Near-IR Data 26 103-42"_ cosi | (18
ﬁ]y srl

We use near-IR imaging data from the Spitzer Space
Telescope and the Wideeld Infrared Survey ExploréWISE)
l22Nm

to trace the old stellar mass distributigeee TableAl, 4ser 38 103 . 1
column §. For 61 galaxies in our sample, we use Spitzer IRAC vy Tkpc 2 Mqu o1 o8- (19

3.6 m images from the ‘& survey(Sheth et al2010. For
those without &G data, we instead use WISE W1 band
(3.4 m) images compiled by th#®OMGS project(Leroy et al.
2019. All these data are postprocessed by subtracting back

These prescriptions assume a Chabrier initial mass function
(IMF; Chabrier2003 via their calibration against Salim et al.

ground emission, masking foreground stars in #id of view (2016, which is also consistent within5% with calibrations
and convolving the non-Gaussian point-spread fun¢®sf using a Kroupa IMHKroupa200]). The quantitative results
to a 7/5 Gaussian PSF using appropriate convolution kernelsagree with extinction-corrected Fbased SFR estimates from
(Aniano et al.2011). the PHANGSMUSE survey(Emsellem et aR022 F. Bel ore

We convert the stellar continuum intensity at 3 and et al. 2022, in preparatipmt a 20% 30% level overall, but
3.6 m to stellar mass surface density, location-by-location  there is divergence in low-SFR regions due to contributions

via from IR cirrus anflor old stellar population§Boquien et al.
4 . | 20169. We refer the reader to Leroy et 0213 for more
_f 350 34nm SR o , ('\is details on the calibration of these SFR prescriptions.
M. pc 2 05 Mlysr?
) I . 5. i
4 3 34 m Mmoo (ﬂﬁ 2.5. Rotation Curves

M: pc 2 0.5  Mlysr? We use rotation curves derived from CO line kinematics by
. . . Lang et al.(2020 to characterize galactic orbital kinematics
Here, 34 mis the stellar mass-to-ligi/ L) ratio at 3.4 m, (e.g., orbital period and shgalocally within each galaxy.
which should be nearly identical to that at 3r6. We adopta  These rotation curves are measured from the same PHANGS
spatially varyingM/L ratio, which was estimated by Leroy ALMA CO data set, and therefore cover roughly the same
et al. (20219 for all PHANGS-ALMA targets based on an galactocentric radius range as the CO maps themselves. They
empirical relation betweens, , and the local SFR surface are available for 62 out of the 80 galaxies.

density to 3.4 m surface brightness ratio. The rotation curves in Lang et #2020 are measured and
recorded with nite radial bin size§ 150 pg. Due to the
2.4. Mid-IR and UV Data sparse distribution of CO detections across #id of view, as

well as the likely presence of unaccounted local streaming
motions in the gas, the measured circular velocity sometimes
uctuates considerably between adjacent radial bins. These bin-
0-bin uctuations make it challenging to reliably estimate any
parameter that depends on the derivative of the rotation curves.
To address this issue, we use a set of functiontihg
odels constructed from the measured rotation cu(Jes
ofech et al. in preparatipmather than the raw measurements
themselves. Thesdting models adopt théuniversal rotation
curvé functional form suggested by Persic et @996.
The tting process effectively forces the rotation curve models
to be smooth and have physically sensible sldpes with
logarithmic derivatives between 0.5 and 1}, while still
matching the actual measurements as closely as possible. We
visually inspect all tting results and conclude that the models
AR 89 102 l1g4nm represent the raw measurements reasonably well.
M. yr *kpc 2 MJy sr Based on these best-analytical models of the CO rotation

oo N _ curves and the estimated _uncertainti_es on the model parameters,

3.0 10 3T\ﬁ—1 cosi . (17 we extract at each radius the circular velocM. the
Jy sr corresponding angular velocity .., the logarithmic derivative

We use mid-IR images from WISE and fdf]near-Uv
images from the Galaxy Evolution Explo(&ALEX) to trace
the distribution of obscured and unobscured star formation.t
These data are also compiled by #MGS project(Leroy
et al. 2019 and have been postprocessed by subtracting
background emission, masking foreground stars, reprojecting,,
to a shared astrometry, and then convolving to a 15
Gaussian PSF.

We combine the mid-IR and UV data and calculate the local
star formation rate(SFR surface density following the
prescriptions described in Leroy et §0213. By default,
we use the combination of GALEX FU{54 nn) and WISE
22 m data to calculate the local SFR surface density
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Figure 2. This gure showcases a subset of the multiwavelength data that we assemble for the galaxy NGC 628. The top row displays thé\EMANGS

(2-1) line intensity maftracing molecular gasthe THINGS VLA Hi 21 cm line intensity mafiracing neutral atomic gpsand the SG Spitzer IRAC 3.6 m image

(tracing stellar maysThe bottom row displays the GALEX 154 nm ima@eacing unobscured star formatjothe WISE 22 m image(tracing obscured star
formation), and the PHANGS environment mask. In each panel, the scale bar at the lower-right corner shows the spatial extent of 1 kpc, whereas the white ellipse
the lower left gives the beam si@xcept for the last parjelThe white grids demarcate the hexagonal aper(lirgkpc in siz¢in which we extract molecular cloud
population statistics and build a comprehensive inventory of host galaxy structural, kinematic, and star formation properties.

of the rotation curve corresponding morphological features, which are oftérkpc
dinv. wide for stellar bars and spiral arms but can be much narrower
aIn Veire (20) for the other features.
dInrg, In this work, we primarily use these masks to divide each

galaxy into two types of environment: the area that falls into

and Oorts A parameter galaxy centers and stellar bafreferred to as‘centetbar’

1 hereaftey, and the remaining outer disk ar@disk’ hereaftey.
Aoort 5 arc(8 Q. (21 We make this distinction because we expect the physical
conditions in uencing GMCs to be different between these two
These parameteiand their associated uncertainfiesll be regimes: the“centefbal’ environment often sees galactic
used to describe the local galactic dynamical properties adynamics(i.e., gravitational torque and shepfaying a more
various locations within the target galaxies. prominent role, and in some galaxies AGN feedback can

signi cantly impact the molecular gas in its central region.
2.6. Morphological Environment Masks

We use the environment masks presented in Querejeta 2.7. Other Data
et al. (2021 to distinguish differentnorphological regions In addition to what has been described above, we also
in each galaxy. These masks are constructed based oinclude measurements derived from other data sets in the
structural decomposition analg and visual inspection of analysis. These measurements are not presented among the
the IRAC 3.6 m data(also see Herrera-Endoqui et2015 main scientic results in this paper, but they are part of aual
Salo et al2015. The full set of environment masks mark the data products and they have appeared in publications that used
area covered by morphological features such as galaxyour data productée.g., Querejeta et @027).
centers, stellar bars, spiral arms, rings, and le(sss the We use continuum-subtracted, narrowbanditdaging data
last panel in Figure2). The typical widths of these to provide alternative estimates of star formation rate in 60 out
environmental masks are set by the physical extent of theof our 80 targets. These observations were obtained as part of

8
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the PHANGSH survey” by either the Wide Field Imager aperture positioned right at the galaxy center. Adjacent
(WFI) on the ESOMPG 2.2 m Telescope or the Direct CCD apertures are separated by a linear distance of 1.5 kpc, which
on the CIS 2.5 m Irénée duPont Telescdpe Razza et al. implies that each aperture has a projected area of 1.8®kpc
2022, in preparatign The narrowband H data have been the sky. The conguration of the hexagonal apertures here is
calibrated astrometrically and photometrically, corrected foranalogous to thésolution pixel$ used in Sandstrom et al.
sky emission, and masked for foreground stars; the continuun{2013, except that the apertures in the current work do not
contribution was removed based on the associ&d@nd overlap with each other.
observations; and the continuum-subtracted data were further For a complete coverage of the galaxy footprint, we include
corrected for Iter transmission anfN I1] contamination. all apertures covering out tg, = 1.5r,5in each galaxy, where
We combine H data with WISE 22 m data to derive an  r,sis the galaxy radius deed by its 25 matarcseé isophote
attenuation-corrected SFR surface density following Calzetti(in B band; see Tabl&1). This way, the constructed database

et al. (2007 and Murphy et al(2011): for each galaxy includes almost all valid measurements from all
data sets described in SectibrHowever, this work focuses on
4sFr 07 183 . I the correlation of molecular clouds and their galactic environ-
M. yr Tkpc 2 ' ergscm? arcse@ ments, and thus we will only present results from a subset of
| apertures that enclose nonzero signals in the PHANGS-ALMA
3 _n22Nm ; CO moment maps.
2.7 10 ﬁ]y srl cost - In addition to the hexagonal tiling method described above,
22) we also run a parallel line of analysis with a different binning

scheme. Spectally, we dene a series of radial bins that are
This prescription assumes constant star formation over 100 My®©00 pc in width and again cover out tg,= 1.5r25 in each
and a Kroupa IMRKroupa2001). Given that the H data and galaxy. _Assembllng measurements in these radial bins allows
WISE data have very different angular resolutiong versus ~ US 10 rigorously calculate their radial ptes, but at the

. . expense of losing all non-axisymmetric information. We
15), we rst convolve the H images to the WISE resolution ; ; ,
v . . . ublish the data products from these radial f@alculations
and estimate ggg Via Equation(22). We then determine the P P e

. . ’ : together with those from the hexagonal aperture analyses
spatially varying sgrto-H ratio at that coarser resolution  apsendixF). We do not present the results of this parallel line

and multiply it to the native resolution Hmages, to get the  of analysis in this paper, but we expect the distributions of most
nal, high-resolution spr maps. This approach ensures that measurements to be consistent with the hexagonal aperture
the average sgr value over a large area converges to the averages once we use consistent weighting schégs by
expectation from Equatiof22). the enclosed area or molecular gas mass; see Sdgtion
each apertureing.
3. Cross-spatial-scale Analysis

We adopt a“cross-spatial-scédleanalysis framework to 3.2. Aggregating Molecular Cloud Measurements

connect molecular cloud properti@aeasured on 60150 pc Within each aperture, we calculate the ensemble average of
scale} to galactic environmental propertigaostly measured  molecular cloud measurements using a molecular gas mass-
on kpc scales This analysis framework is inspired by a weighted averaging scheme. This is equivalent to a CO
number of previous work&.g., Sandstrom et &2013 Leroy intensity-weighted averaging, because thgo value is

et al.2016. Brie y, we divide the sky footprint of each galaxy calculated per aperture rather than per objecel in this

into a set of averaging apertures, within which we aggregatestudy (see AppendixB). We use & ~§ symbol to denote this
high-resolution molecular gas measurements to characterize thaveraging operation:

underlying cloud population. We also attempt to build a full

inventory of ancillary measurements to characterize various X roc LM'M (23
aspects of the host galaxy itself. In this way, we assemble the oM

diverse set of observational data described in Se2tioto a Here. X t lecul ¢ df
coherent, multiwavelength database. An early version of this Ere, A, pc FEPTESENTS @ molecuiar gas property measured for
database was constructed by Sun et (20201, with its theith object or pixel at pc resolution( = 60, 90, 120, 15
subsequently improved versions used in several publicationdt ¢an be any of the object- or pixel-based measurements
(e.g., Herrera et aR02Q Jeffreson et al202Q Barnes et al.  de ned in Section®.1.1and2.1.2 M; is the molecular gas
2021 Querejeta et al2021; Stuber et al2021). The source  mass associated with the object or pixel for whi¢h . is
code for database construction, including generic tools formeasured. The summation in Equati¢?23) includes all
aggregating measurements from maps and catalogs into thdetected objectpixels with their center coordinates located
existing database, is available on GitHiland a copy of the  inside the sharp boundary of the averaging aperture. In this
version used in this article is published on Zen{sian2022). case, each objégixel belongs to a unique averaging aperture,
and thus the averaging results in adjacent apertures are
independent by construction.

We divide the sky footprint of each galaxy into a set of Based on Equatiorf23), we can also estimate statistical
hexagonal apertures, as illustrated in Figuréhese apertures uncertainties for the population-averaged cloud properties

3.1. De ning Averaging Apertures

form a regular tiling in the plane of the sky, with'eentral through Gaussian error propagation. We take into account the
uncertainties on both the quantity to be averaggdy. and

44 We use PHANGSH internal data release version 2.3. the weight,M;. When aggregating the pixel-by-pixel measure-

45 httpst/ github.con PhangsTeahMegaTable ments, we further consider the built-in correlation between
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adjacent pixels and scale the estimated uncertainty of the 3.2.2. CO Flux Completeness and Corrections
population average according to the oversampling factor.

Our aperture averaging scheme resembles the one adopte&
by Leroy et al. (2016 but differs from that approach in
important ways. In that work, the averaging is performed via a
Gaussian kernel convolution, in which case the averaging resul

at any given location has a nonzero response to molecula ; X
cIoudZ f%\r away from that location. This r%sponse pattern iseach region, the CO detections need to be reasonably complete,

designed to replicate the Gaussian beam of low-resolution dat§UCh that they represent a sigrant portion of the underlying
Cloud population.

sets, and thus it may be preferable for rigorous calculations Our object- and pixel-based measurements come from the
combining cloud-scale and kpc-scale measureméais., A ' > .
Leroy et al.2017 Utomo et al.2018 see also L. Neumann PHANGS’ALMA CPROPS catalogs and tHstrict moment
et al. 2022, in preparatipn However, such an extended maps(Sect!onsZ.l.lanql2.1.3, therefore the completeness of
! ’ pur analysis is determined by the completeness of these data

response pattern can lead to built-in correlations betwee ducts. Both dat ducts adoot similar sianal ideati
averaging results at adjacent locations. More importantly, it canP"09UCtS. Both data products adopt similar signai ideation
criteria to extract high-comlence CO detections in the original

yield biased population statistics when, for example, studying a :
region with little molecular gas next to a very gas-rich region data cube@.eroy et a_l.2021b Rosolowsky et al2021), which .
(such as a galaxy cen}eSince one of the main goals of this €NSure reliable CO line measurements for the detected/pixels

work is to derive reliable molecular cloud population statistics, ©PIECtS. However, this comes at the price of excluding faint CO
we deem thésharp boundafyscheme more appropriate here €MiSsion, which renders these data products incomplete in

and will use it consistently for calculating both cloud €rms of both ux coverage and area coverage.

population statistics and host galaxy propertiaso see The extent of this effect can be quaeti by the CO ux
Section3.3). completenessf , and area coverage fractiofye, Of the

CPROPS catalog or the strict moment mép=e Tables 15

and 16 in Leroy et aR0213. Here, we calculaté ,x andfea
3.2.1. Molecular Gas Clumping Factor for each averaging aperture and report these values along with
t@e ensemble-average molecular cloud properties. Sjadigi
within the footprint of each aperture, we calculéig, by

The ensemble-average molecular cloud propgffggation
3)) and the molecular gas clumping factBguation(24)) are
both calculated based on pixdi8Jobjects that areetectedn
he PHANGSALMA CO data. For these calculations to et
&he true statistics of thentire molecular cloud population in

The averaging operation described above essentially extrac

the (mass-weightéd expectation value of a molecular gas ' : 4
; P L .~ comparing the total area covered by CO detections in the
property from its probability distribution within each averaging “strict moment-0 map to the total area of the aperture. We

aperture. But one can also extract other types of statistics from : . .
the same distribution, such as the standard deviation of the gagalculatef ux Dy comparing the total COux included in the

surface density distributiofwhich quanti es the inhomogene- strict_ moment-0 map to that In the correspondh’ngoad
ity of the mediun), or the slope of the GMC mass function. moment-0 map. The latter map is constructed with much more

These other types of statistics can also provide uniqueinclusive signal identication criteria than the strict map, and it
. : . 19 0 i
observational constraints on the physical processes drivind'aS néarly 100%ux completenesgor more details, see Leroy

molecular cloud formation and evolution. t_?rll' 29210. lete CO d ¢ thetrict
As part of the analysis done for this work, we calculate the € Incompiete ux and area coverage or thetric .
molecular gas‘clumping factof, which is a dimensionless moment maps and CPROPS catalogs introduces a selection

characterization of the surface density inhomogeneity in eactPiaS in our analysis. The sense of this bias is that we miss
aperturg(Leroy et al.2013: places where CO emission is too faint to meet the masking

criteria (e.g., areas occupied by small, low-mass molecular
2 clouds or a diffuse gas compongrkhis selection bias affects
(O$4i' FDC) Noix (24 many of the ensemble-average cloud properties calculated in
(0&,4i ch)z ' this study, and is particularly severe for the clumping factor
’ (see Sectiod.2 and AppendixD).
. . . To account for this systematic bias, we introduce a correction
::g?th b ixpéllztth?)cr?gget)(:lzltzngzsi ;ﬁgﬁ‘fg ggz;‘% g?ga;l:;ed MNtactor for our measurements in each aperture based dn,the
g S 2 : v and faeq Values in that aperturgsee AppendixD for detailed
summgtlon includes all plxels with CO detections Wlthln the derivationy We assume that the CO intensity distribution
averaging aperture, amdl, is the total number of such pixels.  equivalently, molecular gas surface density distribytias a
The right-hand side of Equatiq@4) can be interpreted as the |ognormal shape within each averaging aperture, and that the
ratio between the mass-weighted mean and the area-weightesforementioned selection bias prevents us from detecting CO
mean of molecular gas surface density in the limit ohite emission below an intensity threshold. Under these assumptions,
sensitivity(see Leroy et al2013. we can solve for the width of the lognormal intensity distribution
We note thatc,, is a measure of the widtfi.e., second as well as its centroi(felative to the intensity threshdlttom
momen} of the surface density distribution among many f ,x andfaea This in turn allows us to calculate the appropriate
similar parameterizations in the literat{eey., the smoothness correction factors to apply to the ensemble-average molecular
index and the Gini coetient; see Davis et ak022 and cloud surface density, o4 andg& .4 , andithe clumping factor,
references thereinTo measure this type of parameter reliably, cyx. We then assume that the correction factor calculated for
a careful treatment of nondetections is particularly important.” .4 an&~ ,4 als& applies to the ensemble-average cloud
We describe our strategy to handle nondetections inmass and turbulent pressure, but we leave molecular cloud size,
Section3.2.2 and we illustrate the amplitude of the necessary velocity dispersion, and virial parameter uncorrected. Though
corrections in Sectio.2 and AppendixD. these latter quantities likely do suffer sensitivity-induced

Cpix, Rpc
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selection biase®.g., see the illustration of selection functions in
Sun et al.2018, the appropriate functional forms of their
completeness corrections remain uncertain at present. Finally,
we scale the correspondir(gtatistical uncertainty for each
ensemble-average value by the same correction factor.

As illustrated in Sectiod.2 and AppendixD, thanks to the
relatively high ux completeness of the PHANGSLMA CO
data, the correction factors on the average cloud surface
densities and the clumping factor are both moddrafe3 dex
for 90% of the apertures with CO detectiprigevertheless, we
do expect our completeness correction scheme to be less
reliable for apertures with lofv,, and or e, in Which case
the extrapolation is done based on very few measurements. For
this reason, we will exclude apertures with 6wy or fyea
when performing analyses that require accurate cloud popula-
tion statistics in individual aperturesee Section5 and
AppendixD).

3.3. Aggregating Local Environmental Metrics

In addition to the compilation of ensemble-average mole-
cular cloud properties described above, we assemble an
inventory of “environmental metri€sthat delineate various
host galaxy local properties within each averaging aperture.
This inventory covers orbital kinematic properti@erived
from rotation curves gas-phase metallicitgpredicted from
scaling relationys surface densities of molecular gas, atomic
gas, stellar mass, and SK&stimated from multiwavelength
imaging datl and morphological environment information
(inherited from environmental magks

We generally use two schemes to integrate these environ-
mental metrics into the databases of aperture-wide statistics.
For those metrics that are calculated analyticqlyg.,
galactocentric coordinates, metalliitgr interpolated from
analytical modelge.g., rotation curve-related properfjese
directly record their values at the location of the aperture
center. For those metrics that rely on two-dimensional images,
we use the native resolution images and calculate the
unweightedaverage among all pixels inside the sharp boundary
of each aperture. This latter scheme is consistent with the
averaging scheme we used for aggregating molecular cloud
propertiegmodulo the different weightingand thus allows for
direct comparisons between the averaging results.

We elaborate the sped treatment for each type of
environmental metric below:

1. Coordinates For each hexagonal aperture, we record its
central R.A. and decl. coordinates. Then, based on the
center coordinates, inclination angle, position angle, and
the distance of the galaxgee TableAl), we calculate
the deprojected galactocentric radiyg, (in kpc unit9 at
the aperture center and the deprojected azimuthal angle,
f gan in the galaxy plane with respect to the major axis
direction. These coordinates uniquely determine the
location of each aperture both on the sky and in the
deprojected galaxy plane.

2. Orbital kinematics We report local orbital kinematic
properties for apertures in the galaxy sample and
galactocentric radius range covered by the rotation curve
measurements from Lang et §020. As detailed in
Section2.5, these orbital properties include the circular
velocity, V., angular velocity, ., logarithmic
derivative of the rotation curve,, and Oorts A
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parameter Ao They are calculated by interpolating
the functional tting model of the rotation curves at the
location of the aperture center.
Metallicity. We report the predicted gas-phase metallicity
in each aperture using a prescription similar to the one
described in Sun et al(2020h, but with a few
methodological improvements. In short, west infer
the metallicity atrg,= 1.0r in each galaxy based on a
galaxy global massnetallicity relationship(Sanchez
et al. 2019, and then extrapolate to ally assuming a
xed radial metallicity gradient of0.1 deXr. within
each galaxy(Sanchez et aR014. For better methodo-
logical consistency with the original references, here we
approximate the galaxy effective radiugas 1.68r yisy,
wherer y4isk is the stellar disk scale length. We also elevate
the global stellar masses in Tal#ié by 0.1 dex before
substituting their values into the maseetallicity rela-
tionship. We refer interested readers to Apperilifor
more details about these adjustments.

. Molecular gas surface densifgpc-scal@ We report the

area-weightednean molecular gas surface densityg,

in each kpc-scale aperture. We emphasize the distinction
between this measurement and the mass-weighted
average of molecular cloud surface densitypix ot

de ned in Sectior.2 The area-weighted mean, here

is calculated from the total CQux inside the hexagonal
boundary of each kpc-sized aperture divided by its total
deprojected area. For this particular calculation, we use
the native resolutiohbroad moment-0 map to ensure a
high ux completenesgsee Sectiord.2.2. We then use

the same metallicity-dependent CO-tg-idonversion
factor to convert CO line intensity into mass surface
density unit, as we do in Equatid8).

We note that our methodology for calculating this
kpc-scale aperture averagegl, is different from the one
used in Sun et a(2020h. There, the kpc-scaley, was
derived via convolving the CO moment-0 maps toxead
1 kpc resolution and then sampling the convolved maps at
the aperture centers. As discussed above, the new
averaging scheme in this paper leads to better methodo-
logical consistency with our calculation of molecular
cloud population statistics.

. Atomic gas surface densitWe report the area-weighted

mean atomic gas surface densityom in all apertures
for which we have H data (see TableAl). This is
calculated in the same way as the area-weighted mean

mol- We divide the total H 21 cm line ux inside the
hexagonal aperture by the aperture area, and then convert
it to mass surface density unit via Equat{ad).

Since the H data resolution is typically comparable

to or coarser than our adopted aperture size, our
calculated . mMight not re ect the true atomic gas
surface density inside the sharp aperture boundaries, but
rather a slightly'smootheti version of it. However, the
atomic gas distribution is usually much smoother than the
molecular gage.g., see Leroy et &013, and ,omonly
plays a minor role throughout this paper. The resolution
degradation is thus not a serious concern for the
following analysis.
Stellar mass surface densitye report the area-weighted
mean stellar mass surface density, in each aperture.
We calculate g via Equationg15) or (16) based on the
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mean WISE 3.4 m or IRAC 3.6 m surface brightness at
7”5 resolution within sharp aperture boundaries. We
determine the stellar ML ratio, 34 m, for each aperture
by sampling the ML ratio maps from Leroy et al.
(20213 at the location of the aperture center.

7. SFR surface densityVe report the area-weighted mean
SFR surface density, seg in each aperture. This is
primarily calculated via Equatioli$7)—(19) based on the
best available UMR data combinatiofsee Table\1) at
15 resolution. We note that this resolution could

approach the averaging aperture size in the more distanﬁ
targets in our sample, in which case concerns about
correlated measurements could again arise. To evaluat

these concerns, we compare the /WRtbased kg
measurements with Hbased measuremenhe latter

includes data at much higher angular resolution; see

Section2.7). We nd quantitatively consistent results at
skr 10 3Me yr * kpc 2, which is the range of
interest in this papegisee Figure8 below).
8. Morphological environmentWe keep track of the

Sun et al.

4. Distributions of Average Molecular Cloud Properties
and Subgalactic Environments in PHANGSALMA

In this section, we characterize the distributions of region-
averaged molecular cloud properties and host galaxy local
properties across the full PHANGASLMA data set. To do
this, we use the databases constructed in Segtod focus on
3383 apertures with CO measurements from PHANGS-ALMA
(including 2724 apertures classd as “disk’ and the
remainder ascentefbar’). In the main text, we will only
resent the statistics of molecular cloud measurements at
50 pc scales, which is the best common resolution achievable
or all galaxies. Quantitative comparisons across different
esolutions are shown in Appendix

4.1. Subgalactic Environments Probed by PHANES/JA

Our multiwavelength measurements provide a multifaceted
depiction of the range of local galactic environments probed by
the PHANGS-ALMA survey. To this end, FiguBeshows the
histograms of 12 local environmental metrics across 3383

morphological regions each averaging aperture inhabitsapertures. We also calculate statistics such as the median value

in the host galaxysee Sectio.6). Because of the kpc-

and 16 84 percentile range for each environmental metric and

scale sizes of these apertures, some of them could stretctabulate them in Tablé. These statistics are calculated from

across multiple morphological regions. To deal with this
ambiguity, we calculate the fraction of CQXx originat-

ing from each morphological regicespecially galaxy
centers and stellar barglative to the sum over the entire

the histogram using two different weighting schemes: simple
counting of the number of apertures or weighting each aperture
by the molecular gas mass it encloses. Tigt scheme treats

all apertures equally, and the calculated statisticectea

aperture. We then classify all apertures that have atypical kpc-sized areaovered by PHANGS-ALMA, the latter

nonzer8® CO ux contribution from galaxy centers or
stellar bars as“centefbar’ apertures, and all the
remainder asdisk’ apertures.

scheme instead treats each unit of gas mass equally, and the
calculated statistics rect the local environment in whichost
molecular gas resides

Below, we split the 12 environmental metrics into four

3.4. Outcome of the Cross-spatial-scale Analysis

topical groups and comment on the corresponding histograms
and statistics.

Our analysis yields a rich value-added database for each of 1. Galactocentric radii. The PHANGSALMA CO mea-

the 80 galaxies listed in Tablel. These databases present the
molecular cloud populations residing in each galaxy, along
with the large-scale gas and stellar mass distribution, kinematic
information, morphological structures, and star formation
activities of the galaxy disk itself. Together, these high-level
measurements have a broad range of applicatizes
Section7). They are published in the form of machine-readable
tables onlingsee Appendix).

Our databases include 46,628 apertures in total. These
apertures collectively cover the footprint of every target galaxy
out to a galactocentric radius limit of XJ& The majority of
these apertures have local environmental measurements derived
from multiwavelength datésuch as UV and IR yet only a
smaller subset of them have valid molecular gas measurements
from PHANGS-ALMA CO data. This is because the footprint
of the PHANGSALMA survey is often more comed and
covers only the inner, molecular gas-rich part of the galaxy disk
(see Leroy et aR0213. Since this paper focuses on linking the
molecular cloud population to their local environment, in the
following sections, we restrict ourselves to a subset of 3383
apertures that are inside the PHANGSEMA survey footprint
and show detectable CO emission in thel8D pc scaléstrict’
moment maps. Nonetheless, the full set of 46,628 apertures will
be included in the public data release, given the rich information
provided by the multiwavelength ancillary data alone.

46 Given the large aperture size, choosing a different thregeald 10%
would make a negligible difference in the classition results.
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surements cover a wide radial range in terms of both
absolute and normalized,, (panelsa and b). When
weighting by the number of apertures, wed median
values and1l ranges Of rgy 5.4 3% kpc and

rgal/Taisk 1.8 &3 across all apertures. Wend smaller
values when weighting each aperture by its encircled
molecular gas mass. This exts that the molecular gas
distribution typically peaks toward the galaxy center, and
thus apertures at smaller radii often enclose more
molecular gas mass.

We note that they, histogram appeargjuantized
simply due to the xed 1.5kpc linear size of the
hexagonal apertures and their tiling pattern on the sky.
This behavior is not obvious in thg,/ rqisk histogram,
because the normalization factogsx varies among
galaxies, which effectivelysmooth the histogram.

2. Kinematic propertied-or the subset of apertures located in

the 62 galaxies with CO kinertiameasurements, we report
the distributions of orbital angular velocifpanek) and
Oorts A parameter(paneld). Weighting all apertures
equally, we nd typical 8 328 Gyr! and
Aoor 14 § km s kpc! across galaxy disks, which
translate to an orbital period oROOMyr and a local
shearing timescale of70Myr (i.e., the reciprocal of
Aoort, @lso see SectioB). These values suggest that the
kinematic properties of a typical kpc-sized area probed
by PHANGS-ALMA are very similar to those of the
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Figure 3. The full range of host galaxy local properties sampled by PHAMEBIA, outlined here by stacked histograms of“1@cal environmental metritacross
3383 apertures. The panels shd@): galactocentric radiugb) galactocentric radius normalized by the disk scale lerfgttorbital angular velocity(d) Oorts A
parameter(e) stellar surface densit{f) molecular gas surface densifg) total gas surface densiify) SFR surface densityi) gas fraction(j) molecular fraction of
the gas(k) molecular gas depletion time, afiji total gas depletion time. We use blue and orange colors to distinguish the contributions ftdiekthand the
“centefbar’ subsamples in the summed histogi@tack solid outling The symbols and horizontal error bars at the top show the median valtid amdnge(i.e.,

16 84 percentile rangewithin each subsample. The two symbol types correspond to two different weighting schemes for calculating the median values and

percentiles: weighting by number of apertuf@sen squargsss. weighting by molecular gas masslid circles.

solar neighborhood( .= 27.8 Gyr1 and Aoor= 15.3
kms * kpc % Bovy 20174

We also nd that apertures located in galaxy centers and
stellar bars show stggnatically higher ¢, andAog: Values.
This is expected from threlocations at smallery, and the
stronger shear often observed in these environments.

3. Galaxy disk mass componen#geighting all apertures in
galaxy disks equally, wend typical surface densities of
A 653M. pc? and oAt 5.4 %M. pc?
(panele andf). Among the 53 galaxies with H21 cm
line data (see Table A1), we nd a typical

total gas surface density of 4.4 mol Aotom

13 3*M. pc?2 (panelg). This gives a typical
gas fraction of f.o 4us/( A of 0.16 337
(panei) and a molecular fraction of f,

mof gas 043 %5 (panel). These values are modestly
higher than the solar neighborhood valjeg= 33.4M¢

pC % aom= 10.9Me pc % and me= 1.0Mc pc % see
McKee et al.2015 and references thergin

13

Examining the corresponding molecular gas mass-
weighted statistics for galaxy disks, wexd that most
molecular gas mass resides in environments with even
higher surface  densities ( A4 110 $°M. pc?,

moft 17 IM. pc2, g4 28 M. pc? and
molecular fraction(f,,, 0.71333. For comparison,
these gas surface densitieee dikely higher than the
averaged value across any kpc-sized neighborhood in our
Galaxy(e.g., Nakanishi & Sofu2008 Spilker et al202],
though the central 1kpc might be an exception given
uncertainties in the conversion factor there

. Star formation activityThe typical range of SFR surface

density of“disk’ apertures, when weighted by simple
number counts, issgd 3.55%  103M. gr ! kpc?
(panelh). This is again comparable to the estimated solar
neighborhood SFR surface density at the present day
( ser=1.7x10 M, yr ' kpc % Bovy 20170.
Combined with the measuredy,e and gas in our
sample, this implies typical depletion times of
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Table 1

Statistics of Galactic Environmental Properties

Weighted by Number of Apertures Weighted by Molecular Gas Mass

Quantity
All Disk Centef bar All Disk Centefbar
(2 ) (€) @ ®) ®) ™
Iga [KPQ 54 37 5.8 33 31%2 35 33 5.0 39 1572
F gl Taisk 18 59 19 59 0.9 92 1213 1783 0.2 3%
aire [Gyr 1] 34 g 32 53 31 45 3 37 & 66 32
Aoort [km's Tkpc Y] 15 § 14 § 18 7 18 20 17 8 21 20
a[Me pc 7 77 %° 65 53 190 78 200 3 110 &° 550 330°
mol [Me pc ] 6.0 ;¥ 54 3% 10 # 28 3° 17 3 83 go°
gas[Me pc 9 137 13 # 14 3 35 71 28 3 71 83°
srr[10 *Me yr * kpe 9] 4.0 33 35 3% 7.2 &% 16 35 9.6 §%° 45 3°
fyas 0.14 353 0.16 957 0.07 Jos 0.16 §33 0.18 837 0.11 858
frnol 0.58 3% 0.53 9% 0.76 §%5 0.78 3 0.71833 0.92 3%
tep,mol [GYI] 15 53 1559 1553 17§39 1859 1.6 g3
taep,gas GY1] 30 73 3.3 %3 22 1% 24 17 28 17 20 13

Note. The median value antll range(i.e., 16-84 percentile rangeof the galactic environmental metrics shown in FigBrd&Results in column$2)—(4) are
calculated by weighting each aperture equally, whereas those in cqfB)(T3 are calculated by weighting each aperture by the molecular gas mass it contains.

4o/ 4&r 1.5 §9Gyrforthe molecular gas  Figure 4 (exceptc,y) are already mass-weighted averages
(panek) andtgepgas 4gal 4rr 3.3 23 Gyr for the within individual apertures an additional mass-weighted
total gas(panel). averaging stegcross all aperturesan be interpreted as the
In comparison, the molecular gas mass-weighted mass-weighted average cloud properties combining all clouds
statistics reveal that most of the molecular gas massin all galaxies in PHANGSALMA. In comparison, the other
resides in more actively star-forming environments with weighting schemé.e., same weight for all apertuyegves us
st 9.6 2%°  103M. gr 1 kpc? Yet associated @ view of the typical molecular cloud population likely to be
gas depletion times appear similar to the aperturefound at a random location in a PHANGE.MA galaxy. As

tdep, mol

number-weighted values, Withep mo 1.8 0 Gyr and results from the latter weighting method are less straightfor-

tdep,gas .
density is proportionally higher in these environments as
their gas surface densities are.

In summary, the PHANGS-ALMA survey covers an wide
variety of host galaxy local environments. When weighting all
apertures equally, the most representative local environment in
our sample closely resembles the solar neighborhood in many
aspects. Comparatively, most molecular gas mass is hosted in
regions that are closer to the galaxy center, have higher surface
densities of stars, gas, and SFR, and are possibly not matched
by any kpc-scale regions in our Galaxy.

4.2. Molecular Cloud Populations in PHANGS-ALMA

Our calculations aggregate individual molecular cloud
measurements to yield mass-weighted average properties for
each aperture(Section 3.2). The distributions of these
population-averaged measurements offer a comprehensive
portrait of how cloud populations vary across PHANGS
ALMA. This is demonstrated by Figurd, which shows
histograms of population-averaged cloud properties measured
from object pixel-based approachdsriginally measured at
150 pg. These histograms include all 3383 apertures with
pixel-based data and 2784 apertures with object-based data.
The latter number is smaller because CPROPS uses a slightly
more stringent criterion for identifying objects in CO data
cubes(objects made of too few cube pixels are rejected even
when they satisfy the/$l criteria; Rosolowsky et aR021).

As in Sectiond.1, here we calculate the median values and
16 84 percentile ranges with two different weighting schemes
(Table 2). We note that because most variables depicted in

14

2.8 17 Gyr. In other words, the SFR surface war_d to in_terpret, _below_we focus mostly on the mass-weighted
statistics in our discussion.

1. Molecular cloud mass and siz&he mass-weighted

average molecular cloud mass at 150 pc resolution is
6.9 1%° q 16 M. for all clouds in galaxy disks
(panela). This value is high compared to the typical
mass of molecular clouds in the Milky Wdg.g., Rice
et al.2016 Miville-Deschénes et a2017 Colombo et al.
2019, but is consistent with numbers measured in nearby
galaxy studieqe.g., Hughes et akR0133. As pointed
out by Rosolowsky et al(2021), the nite resolution
and sensitivity of the PHANG&\LMA CO data limit
our ability to identify molecular clouds with mass

10°M.. Speci cally, the 66150 pc resolution of the
PHANGS-ALMA data would lead to individual, mod-
erate-size clouds being blended into a single object by
CPROPSalso see discussions on the resolution depend-
ence of average cloud mass in Append)x That said,
our completeness correction can partly remedy sensitiv-
ity-related biases by compensating for isolated, less
massive clouds undetected in the high-resolution CO
observationgthe histograms for the corrected measure-
ments extend to lower values than those for the
uncorrected measurements

In line with this consideration, the mass-weighted

cloud effective radius measured at the same resolution
spans90 I pc, which slightly exceeds half the beam
FWHM size(panelb). This is consistent with a series of
previous studies, all of which found that cloud segmenta-
tion algorithms tend to identify objects comparable to or
slightly larger than the beam sigeg., Verschuui993



The Astronomical Journal, 164:43(39pp, 2022 August Sun et al.

Figure 4. The“demographic prde” of molecular cloud populations captured in PHANGEMA, illustrated here by stacked histograms of 11 population-averaged
molecular cloud measurements derived from either object- or pixel-based approaches. As described i2.$ertiB)sthese quantities represent aperture-wise
mass-weighted averages and their derivation accounts for the effect of galaxy inclinatioitexddta sensitivity. The panels shd@): object molecular gas mass,

(b) object radius(c) pixel-wise molecular gas clumping fact¢e;-g) object-based molecular gas surface density, velocity dispersion, turbulent pressure, and virial
parameter(h—k) pixel-based molecular gas surface density, velocity dispersion, turbulent pressure, and virial parameter. The derivation of these jpagsrties acc
for the effect of galaxy inclinatiofBection2.1.1-2.1.2. We have also applied completeness corrections on a subset of these quantities to offset sensitivity-related
biaseg(Section3.2.2. The histograms afincorrectedmeasurementgray, un lled) are shown in contrast to those of t@rectedmeasurementblack).

Pineda et al2009 Hughes et al2013a Leroy et al.
2016.

. Molecular cloud surface densitt 150 pc resolution,
the mass-weighted molecular cloud surface density in
galaxy disks is78 2*M. pc 2 from the object-based
approach and33 $9M. pc 2 from the pixel-based
approach(both weighted by gas mass; see padeisd

h). These values are on the low end of the surface density
distribution of Galactic molecular clouds.g., Colombo

et al. 2019. This likely re ects the coarser spatial
resolution of our data compared to most Galactic studies,
which means our measurements would“diuted’ by

low column density sightlines within each beam.

The quantitative differences between the object- and
pixel-based approaches eet that they attempt to measure
fundamentally different quantitigsee Sectior2.1.3. In
particular, the CPROPS algorithm attempts to measure the
true surface density of an idergd object. Therefore, it
includes additional deconvolution and extrapolation pro-
cedures, which lead to smaller cloud sizes and larger

15

masses, and thus larger surface densities. The pixel-by-
pixel analysis instead measures the surface density point-
by-point from a contiguous molecular gas distribution.
Without a priori expectation for the gas spatial distribution,
it does not perform any deconvolution. Instead, it simply
extracts measurements at the resolution of the observa-
tions. Given these differences, for marginally resolved
clouds the pixel-based approach would simply yield the
native, beam-averaged value at the data resolution,
whereas the object-based approach would yield higher
surface densities as a result of the deconvolution.
Compared to the results for disk apertures, the cloud
populations in galaxy centers and stellar bars have much
higher mass-weighted mean surface densities of
210 389M. pc 2 (object-based or 200 839M. pc 2
(pixel-basell Such a trend has been highlighted in
previous works on the same galaxiéSun et al.
2018 2020a Rosolowsky et al.2021) and is also
consistent with observations in our Galaf@ka et al.
2001). We do caution that these results are more sensitive
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Table 2
Statistics of Molecular Cloud Population Properties

Sun et al.

Weighted by Number of Apertures

Weighted by Molecular Gas Mass

Quantity
All (uncor) All Disk Centef Bar All (uncor) All Disk Centel Bar
2 @ (€) @ ® (®) ™ ® ©
Object-based Population Statist{2384 Apertures
Mob; 150pe [10° Me] 42 %3 32 53 29 13 46 3%° n¥ 10 ¥ 6.9 ;%° 27 3
Robj,150p¢ [P L R 3 91 % % 15 L %5 & % 12 100 53
~4opj 150pc [Me PC 7 47 7% 35§ 33 38 45 192 130 280 110 33° 78 210 3%
“Toj,150pc8km s 1] L 50 19 48 1§ 6.2 39 L 6.7 34 5.8 12 9.0 3§
Rurb,obj, 150pc [10° K cm ] 1087 0.75 3.8 0.65 53 15 1%° 47 35° 43 3% 21 (% 18 %
"B, b}, 150pc8 L 14 42 13 §2 17 58 L 1182 1183 10 g3
Pixel-based Population Statisti@383 Apertures
"4y 1500c [Me PC 7] 17 8 2 10 % 21 % 61 33° 55 71 3 3 200 89
Tix1s0pc [km's 7] L 33 7% 315§ 48 53 L 5.9 5%° 47 %% 16 i3
Rurb,pix, 150p¢ [10° K cm 7] 0.29 533 0.20 51§ 0.16 33 0.76 3%’ 34 3P 31593 11383 65 51"
"B, pix,150pc8 L L7 58 16 02 255§ 19 5% 16 g2 25 74
Coix,150pc 14 83 19 g1 19 59 19 5% 17 8% 19 59 18 g% 21573

Note. The median value antll range(i.e., 16-84 percentile rangef the population average molecular cloud properties shown in FigResults in columng)—

(5) are calculated by weighting each aperture equally, whereas those in cé@{@sare calculated by weighting each aperture by the molecular gas mass it

contains. Columng2) and(6) correspond to measurements without applying completeness corréstierSectior3.2.2).

to the choice of o prescriptions(see AppendixB).

4. Molecular cloud turbulent pressurolecular clouds in

Several lines of evidence suggest lowgyo in galaxy
centerge.g., see Bolatto et @013 Sandstrom et a2013
Israel202Q Teng et al2022), and our ducial prescription
only mildly depressesco near galaxy centers.

. Molecular gas velocity dispersiofror molecular cloud
populations located in galaxy disks, wend mass-
weighted average velocity dispersionssd@ 12 km s
(object-based; panel or 4.7 23 km s ! (pixel-based;
paneli). The cloud populations in galaxy centers or stellar
bars show systematically higher valu@0 35km st
from object-based andl6 i3 km s?! from pixel-based
statisticy These typical values and their environmental
dependence are broadly consistent with previous galactic
and extragalactic studiés.g., Heyer et ak009 Donovan
Meyer et al2013 Hughes et al2013a Leroy et al.2015

Sun et al2020a Rosolowsky et al2021).

The quantitative discrepancies between the two
approaches here can also be explained by methodological
differences. As described above, the objects ideditby
CPROPS are often slightly larger than the beam size. We
would then expect larger CO line width measurements
from the object-based approach, due to both thelsiee
width relation in molecular clouds.g., Larsor1981) and
additional contributions from galaxy rotation and large-
scale gas streaming motions. This explains the sense of
deviation for the measurements in galaxy disks. However,
in places where molecular clouds are spatially crowded
(such as galaxy centgrghe ppv space segmentation in
CPROPS helps to demarcate clouds that fall along the
same line of sight but are separable in velocity space,
whereas the pixel-based analysis simply measures the line
effective width and thus cannot tell them agade, e.g.,
Henshaw et al2016. This explains why the pixel-based
approach yields higher velocity dispersions with a wider
spread in these environments.
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galaxy disks have mass-weighted average turbulent
pressure of 2.1 ]2 q 10°F K cm 3 (object-based;
paneff) or1.1 53 q 10 K cm 3 (pixel-based; pang).
These values are at least an order of magnitude higher in
galaxy centers and stellar ba@s8 $§ q 1¢ K cm3

from object-based and.5 }%“ q 1¢ K cm 3 from
pixel-based statistifs as anticipated from the high
environmental pressure thef®e Schruba et aP019

Sun et al.2020h for explicit comparisons between the
two).

The sense of deviation between the two approaches
here is similar to that of the surface density and velocity
dispersion measurements. It is most apparent near the
low-pressure end, where the distribution almost always
exceeds 1&Kcm 2 in the object-based statistics but
extends to below f&cm 2 in the pixel-based statistics.
This aligns with the intuition that the object-based
calculations focus on the denser inner portion of
molecular cloudgi.e., the half of gas within the FWHM
of each objedt whereas the pixel-based analysis treats
every chunk of molecular gas equally aid resolution,
and thus can reect the behavior of the lower-pressure,
more diffuse gas when it dominates the mass budget.

. Molecular cloud virial parameter.Molecular cloud

populations in galaxy disks exhibit a narrow range of
mass-weighted average virial parameters5 (object-
based; pangj) or 1.6 32 (pixel-based; pan#). If taken

at face value, these values would suggest that the
dynamical state of molecular clouds are somewhere
between virial equilibrium( ;= 1) and energy equi-
partition ( ;= 2;see also Sun et ak018 2020a
Rosolowsky et al2021). However, systematic uncertain-
ties related to the sub-resolution gas distribution and the
CO-to-H, conversion factor are especially concerning for
the ,;, measurements, given the narrow dynamic range.
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More, it can be challenging to determine the true (see discussions in Sectid) The rich set of measurements
dynamical state of the observed gas structures from aderived in this study allow for a systematic characterization of
measured ;. alone(e.g., Ballesteros-Paredes et24l1]; such cloudenvironment connections across an unprecedented
Ibafez-Mejia et al201§ Lu et al. 2020. The most range of physical conditions. In this section, wst summarize
conservative conclusions from these data are thatthe basic, pairwise correlations between the population-
molecular cloud populations show a relatively narrow averaged cloud properties and the Ibghkdbal host galaxy
range of dynamical states and appear near energypropertiegSection5.1). We then perform a variable selection
equipartition across a wide range of environments. method to identify a subset of host galaxy properties carrying
Comparing the mass-weighted averagg between the most predictive power, and to construct empirical predictive
cloud populations in galaxy disks versus those in galaxy models for the molecular cloud propert{&gection5.2).
centers and stellar bars, the pixel-based statistics indicate Both the pairwise correlation analysis and the variable
higher ; values for the latter, while the object-based selection procedure require high-quality measurements for the
statistics show essentially no difference. This can becloud population statistics. The latter also needs to be applied
explained by the same line-of-sight blending effects thaton a consistent sample of apertures that all have the relevant
drive the pixel-based velocity dispersion measurementsvariables measured to good quality. To meet these require-
higher in centers and ba@lso see Henshaw et 2016 ments, this part of the analysis works with a subsample of 871
Kruijssen et al2019h. We suggest to prefer the object- apertures from 42 galaxies. These apertures are selected
based results in this case, but again caution that we mayecause;(1) they have the most complete multiwavelength
be overestimating co in these regions. If this is the case, data coverage, such that none of the cloud population statistics
the correct object-based values would also suggest higheor host galaxy environmental metrics are missing; @hdhe
vir IN bars and galaxy centers. PHANGS-ALMA CO data have reasonably high ux
6. Molecular gas clumping factoWWe nd a completeness- completeness and area coverage fraction inside these apertures
corrected clumping factor af9 & (uniform weight per (f ux> 0.5 andfyes> 0.2, see AppendiD), such that our
aperturg or 1.9 39 (weighted by molecular gas mass in measured cloud population statistics represent a siani
each apertujeacross our sampi@ganelc). These values portion of the molecular gas residing in that area. This
are markedly smaller than those reported in Leroy et al.downselection primarily restricts our sample to regions with
(2013 (median value of 7 at 206-300 pc resolutio) higher mo (with all apertures weighted equally, the median
which were calculated from early CO observations value and 1684 percentile range i4 g’ M. pc 2 for the
targeting a handful of very nearby galaxi@scluding subsample, in comparison 60 33°M. pc 2 for the parent
several CO-poor Local Group memberghis is partly sample. Consequently, it also tends to select apertures in more
due to the much higher sensitivity of the PHANGS massive, molecular gas-rich galaxies and at smgliewithin
ALMA data set, and partly due to the improvement in the each galaxy4.4 24 kpc for the subsample verss4 32 kpc
treatment of nondetections. The small clumping factors for the parent sampleNevertheless, the selected apertures still
we derive suggest that the molecular gas is much lesscover a considerable range of the relevant parameter space to
clumpy than reported in previous studies on a smaller setallow for the following analyses.
of galaxies.

In summary, we observe substantial variations in the 5.1. Pairwise Correlation

molecular cloud population-averaged properties across all Tq provide an empirical characterization of the observed
apertures in our sample. The mass-weighted average of alfjo,d-environment connections, we calculate Spearsnamk
clouds in PHANGS-ALMA yields high masses, large sizes, cqrrelation coefcients for each pair of population-averaged
and low surface densities compared to the cloud population inyglecular cloud property and host galaxy environmental metric
our Galaxy. The contrast of cloud populations in galaxy disks yithin the subselected 871 apertures. For this analysis, we
and those in centébar environments are qualitatively -onsider seven local environmental MetliGs, moh  atom
consistent with ndings in previous extragalactic and Galactic . sFR  cire @ndAoor), each of which holds a unique piece
studies. While the object-based and pixel-based results display information unavailable to all other variables. We comple-
qualitatively similar trends, there exist important quantitative j3ent these local properties witive global galaxy properties
discrepancies, which rect their different measurement (faisk Mol Matom Mas, and SFR, so that our correlation
approaches in expected ways. Finally, after correcting for theanalysis can also capture galaxy-to-galaxy trends. These global
completeness of CO detections, wel that the molecular gas properties are measured by Leroy et @0213 for all
in PHANGS-ALMA galaxies appears sigeantly less clumpy  pyANGS-ALMA galaxies.
than previously determined from low-sensitivity CO observa-  Tphe top left part of Figuré summarizes the outcome of this
tions of a few very nearby galaxies. pairwise analysis. Broadly speaking, wend signi cant
correlations between most pairs of population-averaged cloud
. properties and environmental metrics. The signs of the
> EnV|rolgtr)npeiﬂ:tailolgsp;ﬁﬂp(iﬁg(l:\le(;osf_k/lﬁlﬁzular Cloud correlation coefcients indicate that an average molecular
cloud tends to be denser, more massive, more turbulent, and
In the previous section, we see strong variations in both themore strongly self-gravitating at places that are closer to the
molecular cloud populations and the host galaxy local galaxy center, have higher gas and stellar content, show more
environments from aperture to aperture. These variations aractive star formation, and feature shorter orbital period and
also known to correlate with each otherumerous studies stronger local shear. The correlations of population-averaged
have shown that the physical properties of molecular cloudscloud properties versus global galaxy properties are weaker, but
depend on their host galaxy environment in various waysmost of them are statistically sigeant. These ndings agree
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Figure 5. Top left: Spearmals rank correlation coefients between the population-averaged molecular cloud progdeandent variableand the host galactic
properties(independent variablgsDarker red[O]blue colors indicate stronger positij@]negative correlations. The number in each entry is the corresponding
correlation coefcient, with black[0]gray font colors indicating-values smalléf0]larger than 0.001Bottom left:Variance in ation factorgVIFs) calculated for the
independent variables. Larger VIFs indicates higher multicollinearity, i.e., stronger mutual correlations among the independeiRigatidbtample scatter plots
illustrating the correlations between three molecular cloud prepesy galaxy property pairs.

well with previous observations targeting individual galaxy or data resolution and our adopted object ideratiion algorithm
smaller galaxy sampldsee references in Sectith (see Section®.1.1 and 4.2). For the virial parameter, the
Beyond these general trends, we highlight three interestingnarrow range across our sample is more intrinsic anecte
patterns in Figures. First, most molecular cloud properties the relative uniformity of the cloud dynamical stétee Sun
show the strongest correlation with tfieoc-scalg aperture- et al.2018 2020h Rosolowsky et al2021).
averaged molecular gas surface density,. While some Third, when comparing some of the local environmental
systematic effectg.g., uncertainties in the CO-tg-idonver- metrics to their correspondintintegrated, galaxy global
sion factor or calibrations of the raw datauld in uence both measurementgi.e., mor-Mmor  atonrMatom  &Ms, and
the independent and dependent variables here, these correlaspr-SFR), the correlation coetients for the latter are
tions, including the ones regarding cloud surface densities, stillalways smaller. One possible explanation is that the correla-
carry real information about multiscale structures in the tions between cloud populations and their local environment
molecular gas. Spedally, the correlation strength between are more fundamental, to the extent that all galaxy-to-galaxy
the cloud-scale and kpc-scale surface densities parthcte  trends arise as their consequences. In other words, the apparent
the inhomogeneity of the molecular gas on spatial scalesrelationships between cloud populations and global galaxy
between 1.5kpc(aperture si2e and 60 150 pc (data properties might be completetyediatedby the local proper-
resolution. The limiting case of a perfect correlation appears ties. This hypothesis is challenging to test based on the pairwise
only if the gas distribution is completely homogeneous, or if it correlation coefcients alone, as the strengths of mutual
is structured in such a way that the clumping factor is the samecorrelations between the independent variafddsa., multi-
in all apertureqwhich is not far from the reality given the collinearity) are not explicitly modeled.
narrow range of clumping factors observed across our sample; The issue of multicollinearity is in fact a general concern that
see Sectiond4.2). On the contrary, we would expect no impacts more than the loeglobal quantity pairs idented
correlation if all molecular gas is concentrated into small, above. Many local environmental metrics considered here are
isolated clouds with xed surface densities. known to follow scaling relationqde.g., see reviews by
Second, for the cloud radius and virial parameter, the Kennicutt & Evans2012 Sanchez et aR021), and the same
correlations with environmental metrics are weaker compareds true for the global galaxy properti€s.g., Saintonge &
to the other cloud properties. This is mainly due to the narrow Catinella2022. This issue poses challenges to determining
dynamic range of these quantities in our data. For the cloudwhether there are any secondary trends on top of the-eloud
radius, the narrow range is somewhat imposed by the limitedenvironment relationships with the largest correlation
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coef cients. To quantify the severity of this issue, the bottom for the use of any nonzero slope in thted model. This
left part of Figureb shows the variance imtion factorgVIFs) particular‘regularizatioh term is the reason that thessoas a
of the same independent variable set. A larger VIF means that @egression method can also be used for variable selection.
Iarger fraction of variations in that particular independent The |assoregressi0n y|e|ds a best-model that minimizes
variable can be explained by the other independent variablesgquation(25) for each choice of the parameter. To guide

The VIFs for many variables exceed commonly adopted subsequent model selection, we calculate the BIC value for
cutoff values of 510 (James et al2013, signaling strong  each such model via

multicollinearity.

In the following section, we address this issue of multi- of (¥
collinearity with an information-criterion-based variable selec- BIC nin2Q7) 7 din(n), (29
tion method.
whered is the number of features with nonzero slope in that
5.2. Variable Selection particular model, and? is the noise variance for the target

The goal of this section is to identify a subset of variable. This expression of BIC is derived from its formal

environmental metrics that are most directly relevant for de nitionofdin(n)  2In(L) assuming Gaussian error, with
setting each population-averaged cloud property. We attempt td€ing the maximum of the likelihood function. It is consistent
distinguish the most fundamental cleedvironment correla-  with other denitions in the literaturée.g., James et a2013

tions from the ones that likely arise as indirect consequences ofip to irrelevant constants.

covariance among environment metrics. Here, we distinguish For the noise variance?, the contribution from statistical
these underlying relations through variable selection. For eachuncertainties is generally small for our measuremgyscal
cloud property(as a target variablewe compose an empirical  fractional error 1%-10%). We thus expect several sources of
predictive model using a minimal set of environmental metrics systematic uncertainties on the level of at least®3ldex to
(feature variablgsthat carry the most predictive power. This dominate the total noise variance. These sources in¢tude
approach has the advantage of removing irrelevant featurere not limited tp the estimated o and the adoptedR,;
variables while optimizing prediction accuracy in the face of values, the unknown sub-resolution gas spatial and kinematic
multicollinearity. While this approach is still limited by the structures, and calibrations of the ALMA data. Considering
precision at which we can estimate each quantity of interest, ithese uncertainties, we conservatively use a noise variance of
is an effective way to collapse a high-dimensional data set into 2= 0.1 de¥ (i.e., about a factor of)Zor the cloud masses,

concise and highly interpretable predictive models. sizes, surface densities, and velocity dispersions. We use a
larger variance of = 0.25 dex (i.e., about a factor of)Jor
5.2.1. Variable Selection Methodology the turbulent pressures and virial parameters, as they are

particularly sensitive to the assumed geometry of the gas.

To complete the model selection procedure, we compare the
BIC of all candidate models to their minimufBIC,,;,) and
identify a subset of candidate models that satisfy
9BIC BIGv BIChi, - 10 (see e.g., Kass & Rafte®y995
for justi cations of this BIC = 10 thresholl Among this
tsubset, we select the one model that corresponds to the largest

value, which typically includes the fewest features. This last

The basis of this analysis is a multivariable linear regression
in the logarithmic space. That is, we restrict the model
functional forms to simple linear combinations of logarithmic
variableq(including an intercept tennwhich are equivalent to
products of power laws of the original variablésith a
normalization constantThe regression is done independently
for each population-averaged cloud property as a targe

;3232:)% uleg,?u rae"s thzltﬁg\alr?]nr\?vzntﬁla\r/r;etgcs ”'2 dFIi%gi(?;ti on step allows us to further suppress any less relevant features, as
: 9 PP there is less strong evidence for their inclusion in the model.

corrections to the measured cloud properties, we still include
cosi as an extra feature to capture residual trends with
inclination when they are present. After converting our feature
and target variables to their logarithms, we median-subtract all With the lasso regression and the BIC-based model

5.2.2. Variable Selection Outcomes

features to further reduce correlations between ttieg selection, we nd a set of‘preferred power-law predictive

variables (i.e., power-law slopes versus the normalization models, whose analytical forms are tabulated in TabMe

constant also report in Table the model residual scatter, the model
With this regression setup, we performasso model t coef cient of determinatioffR?, which quanties the model

(Tibshirani1996 and use the Bayesian Information Criterion explanatory powgy and the BIC difference between the
(BIC; Schwarz1978 for model selection. This is implemented preferred model and a null model with only the normalization
with the LassoLarsIC  function in the scikit-learn term. Figurés illustrates the full path of thassoregression up
Python library. In detail, for a linear predictive model with the to the“preferred model. The model residual scatter reduces as
form y o o jX, thelassoregressiGn minimizes each new feature variable is added into the model.

the following objective function: We nd that only a small numbg® 4) of environmental
n m metrics are included in the preferred model for each molecular
1 (v ¥)? oe Bj. C (25 ?ud property, which means that most of the correlations in
2n; 4 i1 igure5 can be attributed to a more concise set of fundamental

) ) ] ) ] correlations. This result is in sharp contrast to the impression
Here,i= 1, 2K ,n is the index of datdindex of averaging  gne would get from the correlations in Fig@avhich indicate
aperture in our cap@ndj = 1, 2K ,mis the index of features  ubiquitous, signicant trends for nearly all local and global
in the model. The parameter is a non-negative hyperpara- galaxy properties. Evidently, for most galactic properties
meter, so that the second term in Equa(@B) adds a penalty  considered in this work, their apparent correlations with
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Table 3
Power-law Predictive Models
Model Residua[dex R BIC
Mobj, 150pc 10059 4mol 0'75((:05-) 0.50 0.17 0.70 678.18
10°M. 10M: pc 2
_Robj.150p8 4 (10,99 § 0.09 0.00 L
10 pc
dovjasope g0 037 __ma )4 s 0% 4 0.19 0.74 968.54
12M pc 2 10M pc 2 10 2M yr lkpc 2 .
4oix 1500 1) 0.6 077 4 srR 013 4 0.14 0.85 1046.80
102M pc 2 10M pc2 10 2M yr lkpe 2 . :
Boiasope 4 024 mot ) 4 srr 0.6 4 0.10 0.32 32.82
10kms 1 10M pc 2 10 2M yr lkpc 2 .
Bixisope 10y 0.33 0-18 4 ser 0L 4 0.11 0.52 119.87
10kms 1 10M p02 102Mm yr 1kp(:2 .
Punobiisope o7l ma )% 4 srr 0-28 4 0.30 0.69 764.43
104 Kem 3 10M pc 2 10 2M yr lkpc 2 .
Pubpintsope  qoper(  ma YTO(_a g OO SFR 039 0.34 0.71 1104.86
104 Kem 3 10M pc 2 102M pc 2 10 2M yr lkpc 2) . .
0.30 0.27 0.14
- .15 4mol 8circ Aoort N 0.26 0.20 0.35 49.23
Bironjisope 107 (10M; pc 2) (30 Gyr 1) (10 km's 1 kpc 1) (cos)
0.1
Ao 0.19 0.09 6.72
Bir.pix,lSOpc 100.25(W01nkpcl

Note. The rst column lists the power-law predictive models given byldhsoregression and BIC-based model selecfirction5.2). The second column shows
the residual scatters around these models. The third column quotes tht@ettefof determination, i.e., the fraction of variation in the dependent variable that is
explained by the model. The last column records the BIC difference between the selected model and a null model with only the normalization term.

molecular cloud properties are potentially explicable via their cloud formation and evolution. Below, we comment on these
covariance with other galaxy properties, such that themodels individually:

predictive models need only a few variables. Once the
modulating effect of those few variables are accounted for,
we see no evidence that the remainder play a signt role at

the current precision level of our measurements.

Our variable selection exercise allows us to draw some
interesting conclusions based on the functional form of the
power-law predictive models in Tablg First of all, the
absence of global galaxy propertigxcept inclination angle;
see beloyin these models implies that their correlations with
cloud properties are not fundamental: these correlations
probably originate from the tighter connections between
molecular clouds and their locé&ubgalactiz environment.

As star-forming galaxies follow various scaling relations,
galaxies with larger size, mass, and SFR would include more
subgalactic regions with higher mass and SFR surface
densities, which subsequently entails cloud populations with
higher average masses, surface densities, velocity dispersions,
and turbulent pressures. This is likely the driver of the observed
systematic variations in molecular cloud properties from galaxy
to galaxy (e.g., Hughes et al2013a Sun et al.2020a
Rosolowsky et al2021).

Furthermore, the galactocentric radiggdoes not appear in
any of the predictive models either. Given that most physical
properties of the host galaxycluding many not considered in
this work) are strong functions of galactocentric radius, its
general absence in the predictive models is rather encouraging.
This suggests that those environmental metrics included in the
models are doing a decent job of capturing most systematic
trends; they likely make better proxies thap, for many
relevant physical quantities not considered in this werg.,
radiation eld, magnetic eld, and cosmic ray strength

The predictive models for speci molecular cloud proper-
ties also provide insights into various aspects of molecular
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1. Molecular cloud massThe average molecular cloud

mass shows primary dependence on the kpc-scale
molecular gas surface density and galaxy inclination;
together, these two quantities can explain 70% of all
variations. On the one hand, we can make sense of the
former dependence in light of the theoretical expectation
that gravitationally unstable gas disks tend to fragment
into objects at a spea mass scaldi.e., the Toomre
mas$. This mass scale is often linked to the local gas
surface density and the disk vertical scale helgjhtia

Mr  H? o (e.g., Murray et al2010. While H is not
available for variable selection, our derived predictive
models for molecular cloud mass do exhibit slightly
sublinear dependencies on,q. This is consistent with
the expected anticorrelation betweep, andH, as o
rapidly declines with galactocentric radius, white
mildly increases with it in the inner part of nearby disk
galaxies(e.g., Yim et al.2011, 2014.

On the other hand, a nontrivial portion of the trends
with o andcosi could originate from observational
and methodological limitations. The nearly constant
cloud radii given by CPROPS, in combination with
small clumping factorésee Sectiod.2), would naturally
produce strong correlations between masses of the
identi ed clouds and the large-scalg,,. The additional
cosi dependence also sigmis stronger source blending
in more inclined galaxies, despite CPROP&ttempt to
deblend based on information in the velocity spgee
Section2.1.1). Therefore, any attempt to interpret the
predictive model should also take these nonphysical
factors into consideration.

. Molecular cloud radiusThe BIC-based variable selec-

tion favors the“null” model for the average molecular
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Figure 6. The full path of théassoregression up to thgpreferred model for each population-averaged cloud property as a target variable. The model residual scatter
decreases as each new feature variable is added into the modgiréfeered model(large black ddtis selected by comparing the BIC of all models along the full
regression path, as explained in Secigh1 Its coef cient of determinatio(R?; see text labglcan be calculated from the model residual scatter and the total scatter

in the target variablénhorizontal dotted line

cloud radius, i.e., the one that includes only a normal-
ization term and nothing else. In other words, there is no
strong evidence that any of the environmental metrics
considered here can effectively predict tf@mal)
variations in the cloud radius. This agrees with the notion
that the sizes of the CPROPS-iderti objects are more

in uenced by algorithm-related factdesg., deblending
criterig and data characteristiqge.g., beam size; see
FigureE1) than physical properties of the gas or the host
galaxy environment(also see Hughes et aR013a
Rosolowsky et al2021).

. Molecular cloud surface densityfor this quantity
(measured with either object-based or pixel-based
approach we nd signi cant, secondary trends with

ser ON top of the prominent correlations with the large-
scale 0. A possible explanation is that regions with
more clumpy molecular ggge., larger clumping factor,
higher ™ 1504 / mol ra8i0) mag be more subject to
gravitational instabilities and the gas there has more
chance to form stars. This suggests the possibility that
knowing the molecular gas clumping factor or-880 pc
scales could allow for better prediction ofgrat a given

mol ON Kpc scaledi.e., improving upon the Schmiet
Kennicutt relation; Schmidt959 Kennicutt19983.

It is also worth noting that the preferred models for

the average cloud surface densities do not incluclesia
dependent term. Though partly by construction, this still
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af rms the effectiveness of the inclination correction on
the cloud surface densiti¢see Sectiong.1.1and2.1.2
as well as AppendiX).

. Molecular gas clumping factoMWWe do not separately

construct a power-law predictive model for the clumping
factor, because this quantity can be well-approximated by
" p# / m&wheh the data sensitivity is sufiently high
(see Section3.2.]). Instead, one can easily derive a
predictive model for this quantity by dividing the model
for 7 o4 by 8mor

. Molecular cloud velocity dispersionThe preferred

models for this quantity include the same environmental
metrics, mo and segr as the models for the cloud
surface densities. Since molecular gas surface density and
velocity dispersion correlate strongly even on a cloud-to-
cloud level (see discussions in Sectidl), it is not
surprising that the same environmental metrics turn out to
be most relevant for both molecular cloud properties after
population averaging. However, the preferred predictive
models for the cloud velocity dispersion explain a much
smaller fraction of its total observed sca(&2%-52%)
compared to those for the cloud surface denGitfe-
85%). At least part of this is attributable to the latter
fraction being exaggerated, because the cloud-scale and
kpc-scale molecular gas surface densities tend to covary
for many nonphysical reasofs.g., relying on the same
conversion factgr It is also possible that the physical
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drivers of gas velocity dispersion variations are less well- timescales. Estimating their timescales across diverse galactic
captured by the set of environmental metrics included in environments allows us to demonstrate the baldaceno)
this work (e.g., gas inow rate is another possible driver between these processes and infer how star formation is
of velocity dispersion variations; see Krumholz & regulated under distinct physical conditiof/ong 2009
Burkert2010. Jeffreson & Kruijsser2018 Kruijssen et al2019a Chevance

6. Molecular cloud turbulent pressurgéhe functional forms et al. 20203 2020h Kim et al. 20213.
of the preferred models for this cloud property are In this section, we estimate six different characteristic
broadly consistent with the expectation from the models timescales as a use case demonstration for our rich multi-
for the average cloud surface density and velocity wavelength measurements. We detail the ndon and
dispersion. Interestingly, the preferred model for the derivation of each timescale in Sectiéri, and compare the
pixel-based turbulent pressure also includes an extra ternguantitative results in Sectidh2
depending on the large-scale stellar mass surface density,

& albeit with a small power-law indg®.08. Adding 6.1. Timescale Daitions

this term improves the modBf by only a small amount
(from 0.70 to 0.71; see Figu, but it lowers the model
BIC by more than 10, which means that our data clearly
favor the model with an extra dependence qp This
extra dependence is in line with theoretical models
proposing that molecular clouds can beuenced by the
external gravitational potential of the host galaxy stellar
disk (e.g., Meidt et al2018 2020 Sun et al2020h Liu

et al.2021).
7. Molecular cloud virial parameteror this quantity, the _i <i> < /% > /SGM;‘O' . (2D
preferred models for the object-based and pixel-based  tff Gt 3Q GRgloud

results show the largest deviation. The preferred model
for the object-based measurement includes four galaxy
propertiey moi  cire Aoor, @andcosi), whereas that for
the pixel-based only include&o, This difference is
probably related to the narrower dynamic range in
~3ir,pix,150pc§han iﬂNair,obj,150pc§>(see SeCtiom-Z)-
Moreover, the appearance ofj.c, Aoor, @ndcosi in
the models points at potential mence of galactic
rotation on the inferred cloud dynamical state. In - ; )
particular, if the measured velocity dispersion includes We apply a similar completeness correction to this
contributions from differential galactic rotatiofie., measurement as we did for the other population-averaged
beam smearing it would lead to positive correlations cloud propertiegsee AppendiD for more deta)l
with  cre and Aoor because they rect the strength of 2. Turbulence crossing time,.tThis is the timescale for the
the differential motion, and witbosi because the beam turbulent ow to cross the span of a molecular cloud. We

smearing effect is more prominent in more inclined drive it from the cloud radius and tifene-dimensiongl
galaxies. turbulent velocity dispersion, and then calculate the mass-

weighted harmonic mean as

1. Freefall time, #. This is the timescale for a molecular
cloud to collapse in freefall due to self-gravity, provided
no pressure support to counterbalance it. We estimate this
timescale from the mean volume density of molecular
clouds under the assumption of spherical symmetry. The
population-averaged freefall timg;, is subsequently
calculated via

Here, Mo and Ry oug are the cloud mass and radius,
estimated from either object- or pixel-based
approache8’ The “~§ symbol denotes the same mass-
weighted averaging scheme asuled in Sectior3.1 We

de ne this population-averaged freefall time asass-
weighted harmonic measo that it appropriately rects
the overall timescale for the whole cloud populdtfon
(also see Jeffreson & Kruijss€018 Utomo et al2018.

In summary, through théassoregression and BIC-based

model selection we compose power-law predictive models for 1 <i> < Trol > (29

all population-averaged molecular cloud properties. These ter ter Reioud |

models capture the primary clewghvironment correlations

with at most four environmental metrics as independent Here,Rioug@nd mo are the radius and one-dimensional
variables. The most commonly involved environmental metrics velocity dispersion of individual molecular clouds, again
in these models are the large-scale molecular gas surface  derived from either object-based or pixel-based analyses
density, mo, and SFR surface densityger Furthermore, the (see Section2.1.1to 2.1.2. Under this denition, the
general absence of global galaxy properties in these models  crossing time is related to th:e freefall time and the virial
suggests that galaxy-to-galaxy variations in molecular cloud parameter vidy /t; X 0.50 E). Therefore, the crossing
populations might be the mere consequences of their tighter ~ time of a virialized molecular cloud would be roughly
connections with subgalactic environments. two times longer than its freefall time.

3. Orbital time, t,,. This is the period of the orbital
revolution around the galaxy center. We derive it from
6. Characteristic Timescales of Molecular Cloud Evolution the orbital angular velocity measured from the CO

in PHANGS-ALMA
47 . .
. . . We useMpo = Mgy 2 for the object-based measurements to be consistent
Molecular cloud formation and evolution areirenced by a  ith our ca|CTJ°|'ation§bi/n Sectioﬁlllf
number of physical processes including turbulence driving and*® This mass-weighted harmonic mean can be very convenient in the following
cascade, gravitational collapse, galactic rotation and shearingr(l:enario: if all clouds form stars on their corresponding freefall timescale with

motions, cloudcloud collisions, and gas depletion due to star e same efiency per freefall im), one can easily derive the total SFR of
' ! a cloud population viag Mg /i1, whereMy, is the total gas mass held by the

formatio_n- These processes not only operate over a vast Spagloud population, antk is the population-averaged freefall time ded by the
of spatial scales, but also feature different characteristicmass-weighted harmonic mean.
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rotation curvegsee Sectior2.5):

2 Q circ- 8 (29)

torb

4. Shearing time shear This is the timescale for two objects

to move closdifarther by a unit length azimuthally, given
that they are on two circular orbits separated radially by
the same unit length. It equals the reciprocal of Gdst
parametefsee Sectior.5):

2
circ(18 Q
. Cloud-cloud collision time, &, Most generally, this is
the timescale for anyparticular molecular cloud to
collide with another cloud.e., it isnotthe timescale for
such collisions to happen within a given gredve

estimate this timescale following a sim@d model of
shear-induced collisiofTan2000. The key assumptions

Acart (30

tshear

Sun et al.

distributed, and they have random motions in addition to
circular rotation(also see Dobbs et af015. Possible
blending of multiple clouds in a single beam or a single
identi ed object can also lead to longer estimated collision
timescales than reality.

. Molecular gas depletion time,gehmo This is the
timescale to convert all molecular gas into stars at the
current SFR, provided no other sources or sinks for the
gas:

4o/ 4R (33

tdep,mol

6.2. Timescale Comparisons
Figure 7 shows the statistical distributions of all six

are that molecular clouds are randomly distributed in eachtimescales, including their variants derived from object- or

aperture, and that cloudoud collision happengnly
when clouds catch up with other clouds on adjacent
circular orbits due to orbital shear. In this scenario, we
can estimate a population-averaged collision titqQe,

Via
i 2Vshear < 2I:‘)cloud/ tshear >
t_CO” M1fp (2RclouchIou3 !
4 ~
t . NClOUd R(ﬁoud . (31) §

Here, Vshear Reioud tshear iS the shear velocity of two
orbits separated radially b0, the average impact
parameter among all collision$4ip  (2RcioudNeioud *

is the mean free path of cloutloud collisions given a
linear cross section 0, qand an area number density
of N¢ious The extra factor of 2 on the numerator accounts

pixel-based measurements. For reference, we also mark the
range of molecular cloud lifetimes., measured from the
spatial(de)correlation of molecular gas and young star tracers
in a subset of PHANGSALMA targets (Chevance et al.
20203 2020h Kim et al. 20213. Table 4 summarizes the
median values and lranges of all our estimated timescales.
Based on Figur@ and Tablet, we can identify three distinct
groups of timescales separated by roughly an order of
magnitude apart from each other. Thst group consists of
t# andtc,, both around 520 Myr. These timescales correspond
to physical processes taking place inside molecular clouds. The
median values df; andt,, differ by less than a factor of two,
which is no more than a restatement that most molecular clouds
have virial parameters of order unity. Furthermore, they appear
comparable tqor only slightly shorter thgnt;z, as seen in
previous observations and simulatibhgFukui et al. 1999
Elmegreer200Q Kawamura et aR009 Murray 2011, Grudi

for the fact that the other cloud can be located on either anet al.2018 Kim et al.2018 Kruijssen et al2019a Benincasa

inner orbit (smallerry,) or an outer orbit(larger rgq)
relative to the cloud in question(Tan 2000.
Equation(31) makes it straightforward to estimatg

et al. 2020 Chevance et al2020g. This is not inconsistent
with our estimated ,,=1 2, as even clouds in freefall
collapse can yield apparent virial parameters 2f(e.g.,

from measurable quantities in the object-based approactBallesteros-Paredes et 2011, Camacho et ak016.

(or speci cally, N¢ioug as area density of idengd objects
and R34 8as mass-weighted average of object radius
squaredl Yet it is not trivial to measure them with the
pixel-based approach in a totally symmetric way.
Alternatively, we follow a line of reasoning similar to
that of Tan(2000 to approximatd., from other pixel-
based measurements:

1 4 2 4 4'mol
= Neioud Rcl d T~
teol tshear o o tshear Q4'cloud
L_ (32)
QishearC pix

The second step assumes all molecular gas is concentratagknter(see Chevance et &0203; andtcy

into clouds with characteristic surface densitigs,q and
radii Relous such that moft Nclouc?( cloud @czloﬁh)- The
third step follows from the daition of the molecular gas
clumping factor,c,i, as the contrast between molecular
gas surface densities on cloud scales and kpc qcales
discussion in SectioB.2.1and Leroy et al2013.

We caution that the simplifying assumptions involved
in Equations(31) and (32) likely bias ourt., estimates
high. In reality, molecular clouds are not evenly
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The second group of timescales consistss@fy tor, and
teon, all of which are 100 Myr. These timescales characterize
dynamical processes taking place on kpc scales or even over
entire galaxies. The order-of-magnitude contrast between them
and the cloud‘internal timescales discussed above implies
that the effects of galactic-scale dynamics on individual
molecular clouds are likely modest. More speally,
tshear 1 cOrt ¢indicates that shearing motions are generally
small on cloud scales relative to motions generated by
turbulence or gravitational collapgat least in most regions
targeted by PHANGSALMA,; also see Utreras et a2020);
torb? tite means that molecular clouds can only last a small
fraction of a complete orbital revolution around the galaxy
tife SUggests that
cloud-cloud collisions do not happen to most molecular clouds
throughout their lifetimegBlitz & Shu 198Q Jeffreson &
Kruijssen2018 see also Dobbs et é&015.

4% We note that some studies in the literature argue for a longer molecular
cloud lifetime on the order of 100 My(e.g., Scoville & HersH 979 Koda

et al. 2009. These studies typically use the timescales of galactic dynamical
processegsuch as orbital time or spiral arm crossing jim& anchoring points

to derive molecular cloud lifetimes, which might partly explain why their
estimated cloud lifetimes are comparatively longer.
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Figure 7. Stacked histograms of molecular cloud freefall titaeand b,
turbulence crossing timg and g, shearing timde), orbital time(f), cloud-
cloud collision time(g and F), and molecular gas depletion tirtig Symbols
and colors have the same meaning as in Figuihe shaded region in light

Sun et al.

Utomo et al2018 J. Sun et al. 2022, in preparatjpn 1% per
cloud lifetime(Kruijssen et al2019h Chevance et ak020a
2021, Kim et al. 20213, and 10% per orbital revolution or
cloud-cloud collision(Silk 1997 Kennicutt1998h.

Beyond the typical values of the estimated timescales and
their ratios, we also examine which timescales correlate the
best withtyep mot Figure8 shows that all the other timescales
we considered show weak to no correlations Wik}, mol
(judging from the small correlation coefenty. The only
statistically signicant trends are withghear and ton. They
exhibit mild positive correlations witljep, moi With coef cients
of = 0.18 and 0.14, quantitatively consistent with the results
in Wong (2009. Since these two timescales only differ by a
factor of /(1 ), and the measured 1 has a narrow
dynamic range across our sample and a relatively large
uncertainty, it is expected thates-andt,, contain virtually
the same amount of information and have similar predictive
power fortyep mo

7. Summary

This work examines the fundamental correlations between
molecular clouds and their host galaxy environments in 80
nearby, massive, star-forming galaxies targeted by the
PHANGS-ALMA survey. It directly addresses one of the core
science questions that motivated the PHANGISVIA survey:
how do molecular cloud populations depend on local and
global properties of the host galaxyraking advantage of the
large, representative galaxy sample and the homogeneous,
high-quality data provided by PHANGSLMA, we provide a

rst systematic description of the environmental dependence of
the cloud populations residing in typical star-forming environ-
ments across the local universe.

To achieve this overarching goal, we use PHANGS
ALMA CO (2-1) imaging data products(Sun et al.
2018 20204 Leroy et al.20213 2021H and CPROPS-based
object cataloggRosolowsky et al2021, A. Hughes et al.
2022, in preparatiorto determine a rich set of molecular gas
properties on 60150 pc scales. We further complement
these molecular cloud scale measurements with multiwave-
length observations covering UV, optical, IR, and radio
bandge.g., Leroy et al2019 Querejeta et aR021; A. Razza
et al. 2022, in preparation; A. Sardone et al. 2022, in
preparatiojy as well as high-level data products including
rotation curvegLang et al.2020 and morphological feature
catalogs(Querejeta et al2021). Together, these ancillary
data present the kpc-scale gas and stellar mass distributions,
star formation activities, kimeatic properties, and morpho-

brown marks the range of molecular cloud lifetimes measured in a subset ofogical structures in the host galaXgee Figurel for a

PHANGS-ALMA galaxies (10-30 Myr; Chevance et a020a 20200).

The last group consists &fep moi DY itself, which is about

schematic summayy

Following the cross-spatial-scale analysis framework devel-
oped by Sun et a(20208, we divide the sky footprint of each
target galaxy into a series of hexagonal apertures, each 1.5 kpc

1 3Gyr across our sample. This range is consistent within sjze (Figure 2). We aggregate cloud-scale molecular gas
many previous studies on the molecular dominated regions inmeasurements within each aperture, and then calculate the

nearby, massive, star-forming galaxies., Bigiel et al2008
Leroy et al.2008 Utomo et al.2017 Muraoka et al.2019
Ellison et al.2021). The large ratios betweégep moand all
other characteristic timescales reaf the notion that star
formation is inefcient: the implied star formation efiency is
0.5% 1% per freefall time or turbulence crossing tifsee
Evans et al2014 Lee et al2016 Vutisalchavakul et aR016
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mass-weighted, population-averaged properties. We also com-
pile measurements of host galaxy properties as area-weighted
averages across thekpc-scale apertures. Our analysis covers
46,628 apertures in total, and 3383 apertures hdtth cloud
population measuremenasd host galaxy measurements. We
publish these rich multiwavelength measurements online in
machine-readable formafsee Appendid).
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Table 4

Sun et al.

Statistics of Characteristic Timescales

Weighted by Number of Apertures

Weighted by Molecular Gas Mass

Quantity

All Disk Centef Bar All Disk CentefBar

@) ©) () (©) (6) )
fir oj [Myr] 9333 9.2 33 95 §3 6.6 35 6.7 35 6.5 33
tir,pix [Myr] 10.5 3% 10.9 3§ 9.9 3¢ 77 5% 8.0 33 6.8 52
fer,obj [Myr] 156 ;3 16.1 79 14.0 73 13.155 13.8 83 115 3%
fer,pix [Myr] 153 §5 15.7 §1 13185 125739 133373 9.2 53
tshear[Myr] 59 %5 62 %3 52 3% 54 23 57 %% 44 3
torb [Myr] 160 &3 170 23 120 23 140 & 160 &3 100 £3
feol, obj [Myr] 74 301 85 32 57 %1 62 11 73 44 45 31
feoitpix [Myr] %0 % 92 33 7% 80 37 84 3 68 57
taep,mol [GY1] 18 83 17 83 1.9 i3 19 83 18 88 20 53

Utilizing these databases, we construct basic statistical
pro les for both the molecular cloud populations probed by
the PHANGSALMA survey and the kpc-scale subgalactic
environments they inhabit. We quantify empirical correlations
between cloud population properties and host galaxy environ-
mental metrics. We further perform a data-driven variable
selection technique and identify a small subset of environ-
mental metrics as primary predictors of the cloud population
statistics. Our mainndings are as follows:

1. The PHANGSALMA survey samples a wide range of

host galaxy local properties. This is illustrated by the
broad distributions of galactocentric radii and orbital
kinematic properties, as well as the kpc-scale gas, stellar,
and star formation rate surface densities among all the
kpc-scale averaging apertur@Sgure 3 and Tablel).

Note. The median value and Tange(i.e., 16 84 percentile rangef the characteristic timescales shown in Figuri@esults in columng) to (4) are calculated by
weighting each aperture equally, whereas those in col@@ne (7) are calculated by weighting each aperture by the molecular gas mass it contains.

4. Our BIC-based variable selection analysis yields a set of

power-law predictive models that capture the most
prominent trends for each cloud population-averaged
property (Table 3). The small number of independent
variables appearing in these models suggests that most
cloud-environment correlations can be reduced to the
primary dependencies on a few local environmental
metrics, especially on the kpc-scale molecular gas and
SFR surface densities. The absence of global galaxy
properties in these predictive models suggests that the
correlations between molecular clouds and their local
kpc-scale environment are more fundamental, and that
galaxy-to-galaxy variations might arise merely as their
consequences.

The rich multiwavelength measurements derived in this

Judged purely by aperture number counts, the mostwork have broad applications. We demonstrate one application
typical subgalactic environment in our sample closely scenario by deriving and comparing a set of characteristic
resembles the solar neighborhood. In comparison, mostjmescales relevant to molecular cloud evolution and star

molecular gas mass is hosted in apertures with higher gasformation(Figure 7 and Tabled). This further inquiry leads to
stellar, and SFR surface densities, which are likely not he following ndings:

matched by any kpc-scale region in the Milky Way.

. Molecular cloud populations vary substantially across
kpc-scale regions. This is seen in population-averaged
cloud properties such as mass, surface density, velocity
dispersion, and turbulent pressure from aperture to
aperture (Figure 4 and Table2). These population-
averaged measurements have been corrected for the effect
of galaxy inclination andnite data sensitivity with novel
methods. We conclude that variations of cloud properties
within and among galaxies are not merely random scatter
from cloud to cloud, but reect systematic change across
subgalactic environments.

. Cloud population average properties appear Signitly
correlated with many local and global host galaxy
properties(Figure 5). The sense of these correlations
indicate that cloud populations with higher average mass,
surface density, and turbulence strength prefer galactic
environments at smaller galactocentric radii, higher gas,

star, and SFR surface densities, shorter orbital period, and 7.

stronger shear. Similar trends are also present with global
galaxy properties.
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5. The molecular cloud population average freefall time and

turbulent crossing time are around 20 Myr, compar-
able to typical molecular cloud lifetimes estimated in a
subset of our target galaxi€Kruijssen et al.2019h
Chevance et aR020a 2021, Kim et al. 20213. These
results support the notion that, when averaged across co-
spatial populations, typical molecular clouds have virial
parameters of order unity and only live for a few
“internal dynamical timescales.

. The characteristic timescales of galactic-scale dynamical

processeg(including orbital revolution, shearing, and
cloud-cloud collision are around 100 Myr, or about an
order of magnitude longer than the clotishternal
timescales or their estimated lifetimes. This contrast
seems to suggest that galactic dynamical processes would
have to be highly efcient to have a pronounced impact
on molecular clouds throughout their short lifetime.

The molecular gas depletion time range8 Gyr across

our sample, implying star formation efencies of
0.5% 1% per cloud freefall time or crossing time,
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Figure 8. Correlations between molecular gas depletion {i@g mo) vs. each of the other timescales shown in Figurghe x-axes of all panels are scaled to
show the same logarithmic range. Measurements itidis&’ and“centefbaf’ samples are denoted by data points in blue and orange, respectively. We display
Spearmalrs rank correlation coe€ient for all measurements at the lower-right corner in each panel, with(gtagkfont color indicating g-value smalleflarge)

than 0.001.

1% per cloud lifetime, and10% per orbital time or  differences among star-forming environments across the
cloud-cloud collision time. universe.(2) Both our database and our power-law models
8. Among all molecular cloud internal timescales and can be used to predict molecular cloud properties in other
galactic dynamical timescales we considered, only orbitalsamples of star-forming galaxies with only kpc-resolution

time and shearing time show statistically sigaint(yet data(e.g., Bolatto et al2017 Sorai et al.2019 Lin et al.
weak correlations with the molecular gas depletion time 2020. (3) Our databases provide a comprehensive set of
(Figure$8). initial conditions and outcomproperties for benchmarking

. . numerical simulations of theold interstellar gas at high
Our rich multiwavelength measurements have alreadyspatial resolution(e.g., Benincasa et al2013 Kim &

supported multiple observational studies on PHANGS gaIaXieSOstrikerZOﬂ Dobbs et al2019 Jeffreson et al202Q Li

These studies cover a broad range of topics, including theg; 5 202 TreR et al2023). (4) Our measurements allow for
dynamical equilibrium of the ISNBun et al20201), pressures 1 cja| tests of analytical star formation theorigsg.,

in H1l regions(Barnes et al2021), morphological features in - krumholz & McKee 2005 Hennebelle & Chabrief011
the stellar diskgQuerejeta et al2021), nuclear gas oubws Padoan2011 Federrath & Klesse012 Krumholz et al.
(Stuber et al2021), and the molecular gastar formation cycle 2018 Burkhart & Mocz2019 Orr et al.2022, as well as
(Pan et al2029. We also expect similar applications in future empjrical calibrations ofsub-grid star formation recige

studies on PHANGS targets examining molecular cloud galaxy evolution modelg.g., Olsen et aR017 Vallini et al.
lifecycle (J. Kim et al. 2022, in preparatiprmolecular cloud 2018 Popping et al2019.

star formation efciency per freefall timeJ. Sun et al. 2022, in We plan to keep maintaining and improving the databases,
preparatio) and galaxy disk global instabilitig§. Williams  thereby making them a long-term reference for the community.
et al. 2022, in preparatipn In particular, crucial next steps will come from incorporating

Beyond the projects mentioned above, we expect thesemeasurements of ionized gas and stellar populations from the
databases to be useful for many purposes, and we highlight aBpHANGS-MUSE survey(Emsellem et al2022, as well as
few of them here(1) Our cloud population measurements can star clusters from the PHANGHST survey(Lee et al2022.
be directly compared to similaneasurements in other types Future versions of these databases will be released at the same

of galaxies, such as dwarf galax{®4izuno et al.2001; Leroy location online as indicated in Appendix
et al. 2006 Schruba et al2017 Imara & Faesi2019,
starburst galaxiegUeda et al.2012 Brunetti et al.2021; This work was carried out as part of the PHANGS

Krieger et al.2021), bulge-dominated early-type galaxies collaboration. The work of J.Ss ipartially supported by the
(Utomo et al.2015 Espada et al2019 Liu et al. 2021), or Natural Sciences and Engineering Research Council of
even lensed, high- galaxies (Dessauges-Zavadsky et al. Canada(NSERQ through the Canadian Institute for Theor-
2019. Such comparisons could highlight commonalities and etical Astrophysic§CITA) National Fellowship. The work of
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Table A1
Galaxy Sample
Galaxy d i P.A. Iog I disk Mg SFR Hi Data IR Data UV Data
[Mpc]  [ded [ded [ked  [kpd  [10°Me]  [Meyr Y]
() (@) ©) @ ® (6) ) ) ©) (10 11
Circinus 4.2 64.3 36.7 5.3 1.8 3.4 4.1 ATCA:LVHIS WISE L
IC 1954 12.8 57.1 63.4 5.6 15 0.47 0.36 L IRAC & WISE FUV & NUV
IC 5273 14.2 52.0 234.1 6.3 1.3 0.53 0.54 L IRAC & WISE FUV & NUV
IC 5332 9.0 26.9 74.4 8.0 2.8 0.47 0.41 L IRAC & WISE FUV & NUV
NGC 253 3.7 75.0 52.5 14.4 2.8 4.3 5.0 ATCA:LVHIS IRAC & WISE FUV & NUV
NGC 300 2.1 39.8 114.3 5.9 1.3 0.18 0.15 ATCA:LVHIS IRAC & WISE FUV & NUV
NGC 628 9.8 8.9 20.7 14.1 2.9 2.2 1.8 VLA THINGS IRAC & WISE FUV & NUV
NGC 685 19.9 23.0 100.9 8.7 3.1 1.2 0.42 L IRAC & WISE L
NGC 1087 15.9 42.9 359.1 6.9 2.1 0.86 1.3 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 1097 13.6 48.6 122.4 20.9 4.3 5.7 4.7 VLA:AH539 IRAC & WISE FUV & NUV
NGC 1300 19.0 31.8 278.0 16.4 3.7 4.1 1.2 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 1317 19.1 23.2 2215 8.5 2.4 4.2 0.48 L WISE FUV & NUV
NGC 1365 19.6 55.4 201.1 34.2 13.1 9.8 17 L IRAC & WISE FUV & NUV
NGC 1385 17.2 44.0 181.3 8.5 2.6 0.95 2.1 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 1433 18.6 28.6 199.7 16.8 6.9 7.3 1.1 L IRAC & WISE FUV & NUV
NGC 1511 15.3 72.7 297.0 8.2 1.7 0.81 2.3 L IRAC & WISE FUV & NUV
NGC 1512 18.8 425 261.9 23.1 6.2 5.2 1.3 VLA:AT285 IRAC & WISE FUV & NUV
NGC 1546 17.7 70.3 147.8 9.5 2.1 2.2 0.83 L IRAC & WISE FUV & NUV
NGC 1559 19.4 65.4 244.5 11.8 2.4 2.3 3.8 L IRAC & WISE NUV
NGC 1566 17.7 29.5 214.7 18.6 3.9 6.1 45 L IRAC & WISE FUV & NUV
NGC 1637 11.7 31.1 20.6 54 1.8 0.88 0.64 VLA:AR351 IRAC & WISE L
NGC 1792 16.2 65.1 318.9 13.1 2.4 4.1 3.7 ATCA:literature IRAC & WISE FUV & NUV
NGC 1809 20.0 57.6 138.2 10.9 2.4 0.59 5.7 L IRAC & WISE NUV
NGC 2090 11.8 64.5 192.5 7.7 1.7 1.1 0.41 L WISE FUV & NUV
NGC 2283 13.7 43.7 355.9 55 1.9 0.78 0.52 VLA:PHANGS WISE L
NGC 2566 23.4 48.5 312.0 14.5 4.0 51 8.7 VLA:PHANGS WISE L
NGC 2775 23.1 41.2 156.5 14.3 4.1 12 0.87 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 2835 12.2 41.3 1.0 11.4 2.2 1.0 1.2 VLA:PHANGS WISE FUV & NUV
NGC 2903 10.0 66.8 203.7 17.4 3.5 4.3 3.1 VLA THINGS IRAC & WISE FUV & NUV
NGC 2997 14.1 33.0 108.1 21.0 4.0 54 4.4 VLA:PHANGS WISE FUV & NUV
NGC 3059 20.2 29.4 345.2 11.2 3.2 2.4 2.4 L WISE L
NGC 3137 16.4 70.3 359.7 13.2 3.0 0.77 0.49 VLA:PHANGS WISE FUV & NUV
NGC 3239 10.9 60.3 72.9 5.7 2.0 0.15 0.39 VLA:PHANGS WISE FUV & NUV
NGC 3351 10.0 451 193.2 10.5 2.1 2.3 1.3 VLA:THINGS IRAC & WISE FUV & NUV
NGC 3489 11.9 63.7 70.0 5.9 1.4 1.9 0.023 L IRAC & WISE FUV & NUV
NGC 3507 23.5 21.7 55.8 10.0 2.3 2.5 0.99 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 3511 13.9 75.1 256.8 12.2 2.4 1.1 0.81 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 3521 13.2 68.8 343.0 16.0 4.9 11 3.7 VLA THINGS IRAC & WISE FUV & NUV
NGC 3596 11.3 25.1 78.4 6.0 2.0 0.45 0.30 VLA:EveryTHINGS IRAC & WISE NUV
NGC 3599 19.9 23.0 41.9 6.9 2.0 1.1 0.047 L IRAC & WISE FUV & NUV
NGC 3621 7.1 65.8 343.8 9.8 2.0 1.1 0.99 VLA THINGS WISE FUV & NUV
NGC 3626 20.0 46.6 165.2 8.6 2.1 2.9 0.21 VLA:AJ255 IRAC & WISE NUV
NGC 3627 11.3 57.3 173.1 16.9 3.7 6.8 3.8 VLA THINGS IRAC & WISE FUV & NUV
NGC 4254 13.1 34.4 68.1 9.6 1.8 2.7 3.1 VLA:HERACLES IRAC & WISE FUV & NUV
NGC 4293 15.8 65.0 48.3 14.3 2.8 3.2 0.51 VLA:VIVA IRAC & WISE FUV & NUV
NGC 4298 14.9 59.2 313.9 5.5 1.6 1.0 0.46 VLA:VIVA IRAC & WISE FUV & NUV
NGC 4303 17.0 23.5 312.4 17.0 3.1 3.3 5.3 VLA:AW536 IRAC & WISE FUV & NUV
NGC 4321 15.2 38.5 156.2 13.5 3.6 5.6 3.6 VLA:HERACLES IRAC & WISE FUV & NUV
NGC 4457 15.1 17.4 78.7 6.1 2.2 2.6 0.31 VLA:VIVA IRAC & WISE FUV & NUV
NGC 4459 15.9 47.0 108.8 9.6 3.3 4.8 0.22 L WISE FUV & NUV
NGC 4476 17.5 60.1 27.4 4.3 1.2 0.65 0.040 L WISE FUV & NUV
NGC 4477 15.8 33.5 25.7 8.5 2.1 3.9 0.079 L WISE FUV & NUV
NGC 4496A 14.9 53.8 51.1 7.3 1.9 0.34 0.61 VLA:EveryTHINGS IRAC & WISE FUV & NUV
NGC 4535 15.8 4.7 179.7 18.7 3.8 3.4 2.2 VLA:VIVA IRAC & WISE FUV & NUV
NGC 4536 16.2 66.0 305.6 16.7 2.7 2.5 3.4 VLA:HERACLES IRAC & WISE FUV & NUV
NGC 4540 15.8 28.7 12.8 5.0 1.4 0.61 0.17 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 4548 16.2 38.3 138.0 13.1 3.0 4.9 0.52 VLA:VIVA IRAC & WISE FUV & NUV
NGC 4569 15.8 70.0 18.0 20.9 4.3 6.4 1.3 VLA:HERACLES IRAC & WISE FUV & NUV
NGC 4571 14.9 32.7 217.5 7.7 2.0 1.2 0.29 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 4596 15.8 36.6 120.0 9.0 3.8 3.9 0.11 L IRAC & WISE FUV & NUV
NGC 4689 15.0 38.7 164.1 8.3 3.0 1.6 0.40 VLA:VIVA IRAC & WISE L
NGC 4731 13.3 64.0 255.4 12.2 3.0 0.30 0.60 VLA:PHANGS IRAC & WISE FUV & NUV
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Table A1

(Continued
Galaxy d i P.A. log I disk Mg SFR HI Data IR Data UV Data

[Mpc] [ded [ded [Kpd] [kpd] [10°M.] [Me yr 4

1) ) (€) @ (©)] 6 o ® © (10) 1y
NGC 4781 11.3 59.0 290.0 6.1 1.1 0.44 0.48 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 4826 4.4 59.1 293.6 6.7 1.1 1.7 0.20 VLA THINGS IRAC & WISE FUV & NUV
NGC 4941 15.0 53.4 202.2 7.3 2.2 1.5 0.44 VLA:AM384 IRAC & WISE FUV & NUV
NGC 4951 15.0 70.2 91.2 6.9 1.9 0.62 0.35 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 5042 16.8 49.4 190.6 10.2 2.4 0.80 0.60 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 5068 5.2 35.7 342.4 5.7 1.3 0.25 0.28 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 5128 3.7 45.3 32.2 13.7 4.1 9.4 1.2 L WISE FUV & NUV
NGC 5134 19.9 22.7 311.6 7.9 2.1 2.6 0.45 VLA:PHANGS IRAC & WISE FUV & NUV
NGC 5236 4.9 24.0 225.0 9.7 2.4 3.4 4.2 VLA:THINGS IRAC & WISE FUV & NUV
NGC 5248 14.9 47.4 109.2 8.8 2.0 2.5 2.3 VLA:AS787 IRAC & WISE FUV & NUV
NGC 5530 12.3 61.9 305.4 8.6 1.7 1.2 0.33 L WISE L
NGC 5643 12.7 29.9 318.7 9.7 1.6 2.2 2.6 L WISE L
NGC 6300 11.6 49.6 105.4 9.0 2.1 2.9 1.9 ATCA:literature WISE L
NGC 6744 9.4 52.7 14.0 21.4 4.8 5.3 2.4 L WISE FUV & NUV
NGC 7456 15.7 67.3 16.0 9.4 2.9 0.44 0.37 L IRAC & WISE FUV & NUV
NGC 7496 18.7 35.9 193.7 9.1 15 0.99 2.3 L IRAC & WISE FUV & NUV
NGC 7743 20.3 37.1 86.2 7.7 1.9 2.3 0.21 L IRAC & WISE FUV & NUV
NGC 7793 3.6 50.0 290.0 55 1.1 0.23 0.27 VLA:THINGS IRAC & WISE FUV & NUV

Note. (2) Distance{Anand et al2021); (3) inclination angléLang et al2020); (4) position angléLang et al2020); (5) isophotal radius at 25 méarcseéin B band
(LEDA); (6) stellar disk scale lengiiheroy et al.20213; (7) global stellar mas@.eroy et al.20213; (9) H | data sourcéVLA:PHANGS—A. Sardone et al. 2022, in
preparation; VLA:EveryTHINGS-I. Chiang et al. 2022, in preparation; VLA:THINGSValter et al2008 VLA:HERACLES—Leroy et al.2009 VLA:VIVA —
Chung et al2009 ATCA:LVHIS—Koribalski et al.2018 ATCA:literature—Murugeshan et aR019; (10) IR data sourc¢Spitzer IRAG—S'G, Sheth et al201Q
WISE—20MGS, Leroy et al2019; (11) UV data sourcdGALEX FUV and NUV—z20MGS, Leroy et al2019.

Appendix B T'gal
Prescriptions for the Metallicity and the CO-to-H, l0gZ (fga) @ logZ (re) 0.1re

Conversion Factor

(B3

. o . o Here, Z &) is the local gas-phase abundancergj= re
In this work, we adopt empirical relation-based prescriptions ,ormalized by the solar valugl2 log(O/H  8.69,

to infer a local gas-phase metallicif$ection 3.3) and its Z 8 i ; ;
; . _ gal) IS the normalized abundance at arbitrayy, andMs
associated CO-to-Hconversion facto(Sections2.1.12.1.2 is the galaxy global stellar mass derived by assuming a

';ngiﬁg Isggoigleedbziepheigtg rter.\].elr-:]e.re, we detail these IoreSCrIptlon&habrier IME(ChabrieQOO@. Note that these scaling relat?ons
are appropriate for abundance measurements adopting the

O3N2 calibration in Pettini & Pag€P004).

While EquationgB1) and(B2) are identical to the formulae
used in Sun et al(20208, we make two methodological

To account for possible variations of CO-tg-tbnversion improvements when applying them in this work. First, we
factor across our galaxy sample, a ket step is to get  elevate theéMs values in TabléAl by 0.1 dex before inserting
homogeneous and reliable metallicity estimates. Althoughthem into EquatiorfB1). According to Sanchez et 2019,
extensive compilations ofglobal and resolvgdmetallicity this 0.1 dex offset can largely correct for systematic effects
measurements for nearby galaxies exist in the litergéuge, caused bya) differences between Salpeter and Chabrier IMFs
Pilyugin et al.2014 De Vis et al.2019, we do not yet have a  as well as byb) the nite aperture size of their IFU daisee
uniform sample of resolved metallicity measurements with thetheir Appendix A and Figure A1 Second, we estimatg by
same calibration scheme for all PHANG@$&MA targets. In multiplying the stellar disk scale lengthys,, by a factor of
this work, we instead rely on two well-calibrated scaling 1.68. This step mirrors the procedure for derivigim Sanchez
relations to capture the general trends of metallicity variationet al. (2019. Overall, these two methodological changes
across our sample. improve the self-consistency of our metallicity prescription.

We assume a global galaxy masetallicity relation As a sanity check, we compare quedictions to the observed
(Sanchez et al2019 and a xed radial metallicity gradient  two-dimensional metallicity digibutions in 18 galaxies in the
within each galaxy{Sanchez et ak014), such that PHANGS-MUSE survey (Willams et al. 2022 also see
Emsellem et a2022). Modulo the uncertain translation between
different metallicity calibration schemg®., O3N2 versus S-cal;
see Pettini & Pagel004 Pilyugin & Grebel 2016, the
predictions and the actual measurements show similar median
values (within 0.05 deX across this subsample, although the
dynamic range of our predictions appears narrower than the
observed rang@.12 dex versus 0.21 dex

B.1. Metallicity

logZ (r)a 0.04 0.01 Iogj% 11.5

expq Iogo% 115, (B)
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B.2. CO-to-H Conversion Factor

The CO-to-H conversion factor, co, is expected to depend
strongly on metallicity{e.g., Wilson1995 Arimoto et al.1996
Israel 1997 Wol re et al.201Q Glover & Mac Low 2011,
Feldmann et al2012 Narayanan et aR012 Schruba et al.
2012 Amorin et al.2016 Accurso et al.2017 Gong et al.
2020. Within a star-forming galaxy, co can vary by more
than a factor of 2(Leroy et al.2011 Blanc et al.2013
Sandstrom et aR013, with part of it attributable to metallicity
variations(at least in the low-temperatureuter disk regime.

Sun et al.
including both gas and stellar masseta):
Beor 9
M. pc2(Kkms?} 1
2 H
29 exp 40M: pc 4total >
VA 4mo|,pix 1OOM: p((jl
i 2
with H 0.5, if @ufA 100M. pc _ (B6)

0. otherwise

Since calculating moi,p#t and ora I®lies on knowing co in

These considerations motivate us to use a metallicity-the rst place, we solve for o iteratively until the output of

dependent o prescription as aducial choice in this work.

Nevertheless, we also consider a few other prescriptions and
provide these alternative estimates in the published data sets
Our ducial estimate follows the same metallicity-dependent

prescription as described in Sun et(abD20b:

Beox o
M. pc?2(Kkms?% 1

4357316 (B3

whereZ is the predicted local metallicity from EquatiqiBd)
and (B2). The adopted power-law slope in Equati@B) is

motivated primarily by the metallicity-dependent part of the

XCOLD GASS calibratior{(Accurso et al2017, whereas the

Equation(B6) converges to the assumed value for calculating
mol,p@ and o1 BRISO Se€ Equatiorf84)—(26) in Sun et al.
20208.

We combine the above prescriptions fafo: o) with the
adopted C(2-1)-to-CO(1-0) line ratio R>; = 0.65 (den Brok
et al.2021 Leroy et al.2022 to get the appropriate conversion
factor for the CQ2-1)line, cop 1. We then apply these

co@ 1) values on a per aperture basithat is, we assume a
constant conversion factor within thépc-scale extent of each
averaging aperture. These treatments largely follow Sun et al.
(20208.

As another improvement over Sun et @0201, here we
add a fourth alternative prescription following Gong et al.

normalization is anchored to the Galactic value at solar(2020. This simulation-motivated prescription considers the

metallicity (including the gas mass contribution by helium;
see Bolatto et al.2013. This prescription gives similar
predictions to many other prescriptions in the literaferg.,
Genzel et al2012 Schruba et al2012 Amorin et al.2016
within the metallicity range probed in this wofk.g., see
Figure 6 in Accurso et ak017).

Beyond this ducial co prescription, we calculate four

alternative prescriptions, following and expanding on Sun et al.

(2020h. The rst is simply a constant value matching the
Galactic average:

Beoz o

4.35.
M. pc?2(Kkms?} 1!

(B9

The second prescription follows Narayanan e24l12 and
infers co from both metallicity(Z ) and the ux-weighted
CO(2-1) line intensity(lcorz 1 &

Boi1 o
M. pc2(Kkms?} 1

|cosz 1

857 a 0.65
Kkms 1!

min 1, 1.5 (B5)

The above formula is adapted from Equatibi) in Narayanan
et al. (2012 with two notable distinctions. First, the original
formula depends ofco1 o § whereas our formula converts
that dependence tGlcoz 38 assuming a line ratio of
R,1= 0.65(den Brok et al2021; Leroy et al.2022. Second,

dependence on metallicit}Zz ), CO line integrated intensity
(Ico), and the physical beam sifByean). It directly predicts

the conversion factor for the Q@-1) line without relying on a

separately assumed®,; value. The original formula is
expressed in number column density convenii@n, Equation

(4b) in Table 3 in Gong et ak020):

Xco2 3
10°%°cm A Kkms?H !

21.1Z a0

lcoz 3 O 0.34|ogo(%ﬂ) o O -
Kkms 1 pc
We convert it into mass surface density units via
Beoz 9 8 Xcoz 1
M. pc 2(Kkms ) 1 10°°cm A Kkms?)y -
(B8)

Since this prescription is calibrated a@00 pc scales, we
derive the o 1) values pixel-by-pixel at 6050 pc scales
and then calculate CO line intensity-weighted mean values

(¥vithin the kpc-scale averaging apertures. This is done for all

our resolution levels considered in this w8k, 90, 120, and
150 p9g.

We include our estimated co, 1y values from all
aforementioned prescriptions in the published databases. This
allows for easy conversions if the reader wishes to adopt an
alternative prescription instead of ouducial choice. Con-
cretely, our molecular cloud measurements scale with the
adopted conversion factor 8 &8 r 7 4 Byt T B8 o

we increase the normalization by a factor of 1.36 to correct forgng ~ ;. § Brese 5 theBkpc-scale molecular gas surface

helium contribution.
The third prescription follows Bolatto et 013 and infers
co from metallicity (Z ), molecular cloud surface density
(proxied by ™ mo,p#t), and kp&-scale total surface density

30

density scales asmoq coe 1y the timescale measurements
scale ady I Bgd 5 andtaepmol  co 1- The impact of
different prescriptions on some of the molecular gas measure-
ments is examined in detailed by Sun et(20208.
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We expect future works to improve the handling of the dispersions. This motivates the correction terms in
CO-to-H, conversion factor even further. In particular, Equationg3), (4), (8), and(10).
combining a varyindR,, (either observed directly or predicted We also inspect the effects of these inclination corrections on
based on similar observations; Leroy et 2022 with an the original pixel-by-pixel measurements in Sun e{20203
R,1-dependent <o prescription(Gong et al.2020 would without doing any cloud population averaging. Figuté
allow us to better capture the gas excitation temperaturecompares the surface densitglocity dispersion relation
variations, especially in galaxy centers where this effectbefore and after applying the inclination corrections. Without
becomes very pronounced. We also defer a more thoroughhese corrections, the median velocity dispersion at given
comparisons between the differengo prescriptions to a  surface densities appears tends to be higher in galaxies with
subsequent paper. high inclination angles(smaller cosi). This trend largely
disappears when we apply the inclination corrections to both
) axes. This result suggests that, despite being motivated by the
) Appendlx c observed cloueenvironment correlations, our adopted inclina-
Inclination Corrections tion corrections can also remove the unphysical inclination
In Sections 2.1.1 and 2.1.2 we introduce inclination dependence in the relationships among molecular cloud
corrections on several molecular cloud properties measured dnternal properties.
60-150 pc scales. These corrections represent an important Our adopted inclination corrections are empirical and data-
methodological change, as many previous wdiksluding driven, but their functional forms have physical implications.
Sun et al2018 2020a Rosolowsky et ak021, using the same  For the surface densities, a multiplicative terntadi is the
data sethave assumed spherical geometry for observations orexact correction one would use for disk-like structures with
these spatial scales and, consequently, have not applied sudheir orientations aligned with the whole galaxy disk. Our
corrections. This spherical approximation assumes that, at th@roposed interpretation is that the interstellar gas forms
resolution scale, the structure of the molecular ISM is isotropic. lamentary networks, which preferentially align with the
While this assumption is common throughout the literature, it is large-scale galaxy disk even at00 pc scale§Zucker et al.
not well-tested. Furthermore, the-d80 pc resolutions are also  2018§. This preference in orientation should eventually
comparable to the thickness of the molecular gas disk, whichdisappear at smaller scales, but evidently, the PHANGS-
implies anisotropy. In this appendix, we show that there is anALMA observations do not yet reach the transitional spatial
inclination dependence in our measurements and motivatecgle.
speci ¢ functional forms for empirical corrections. For the velocity dispersions, there are at least two effects that
The pl’imal’y motivation for introducing these Corrections iS can produce some inc”nation depended@:contributions
that the observed molecular gas properf@sch as surface  from ordered, in-plane motions of the gge.g., beam
density and velocity dispersipnat 100pc scales show  smearing and (2) anisotropy of the gas velocity dispersion
apparent correlations with the host galaxy inclination angle. syally with the in-plane components larger than the vertical

For example, A.Hughes et g2022, in preparatignfound — component: see, e.g., Jeffreson e2@R2). Both effects would
such trends in the measured properties of CPROPS-ig@enti 0 jet higher velocity dispersions at higher inclination angles,
ObJeCFS arnongftrrl]e PHA:\IES'AL?AA galaxy samplz. A p%ref‘”el which is consistent with the direction of the adopted correction
fhxg?;%aé'zgtg ;Beuﬁl)é?él 23'02'6(; a@gisé%r:;?segt:imﬁg\r/?ren:jomfaCth’ but neither would call for a specifunctional form of
(cosi)%® for this correction. Alternatively, if one assumes that

(see FigureCl, left pane). Since inclination angle is not an : .
intrinsic property of galaxies, the presence of these inclination—the velocity structure of the turbulelrggg(aesgcarégﬁ) g]%sncrétt’esl by a

L S : line width-size relation of .,o(l)
lted e snes sysemat basesn (e EEl 03810 o s s relaorShp il e 080 s,
pixel approaches. then the varying line-of-sight dgpth W|th_ inclinatiqne.,

To quantify these biases, we carry out a mediversion of | I 1/ cod)couldimply Too 1 (cosi) °, which matches our

the variable selection analysis in Sectio® We suppress the ~ €mpirical result. o
inclination corrections for all molecular cloud proper{ies., _ We stress that all the inclination-dependent trends we
thecosi terms in Equation&l)—<(13)) while keepingcosi inthe  identify above are real measurements that only emerge in
list of feature variables. This reanalysis yields a new set ofStatistical analysis of many galaxies at similarly high resolu-
power-law predictive models similar to those in TaBleout  tion. They imply that the molecular gas structures are clearly
many of these models now carry an ex{emsi)C term. amsotrpplc at 6915(? pc sca]es. Existing and futgre surveys at
Speci cally, in the predictive models for,; and i, the  €ven higher resolutiofe.g., in very nearby galaxies or in CO-
powers of thecosi terms are close to= 1.0;while in the  bright subregions of PHANGS galaXj&sin help us extend this
models for o and pix, they are close to = 0.5. In other ~ analysis to smaller spatial scales, where the transition from
words, to eliminate the appareotsi dependence in these anisotropic to isotropic structures presumably occurs. This
models(which should not be present if these modelseot transitional spatial scale can be further compared with estimates
purely physical trendsone would have to multiplgosi to of the gas disk scale height from independent metlieds,
the measured surface densities éoaki)®® to the velocity ~ Koch et al.202Q Jeffreson et aR022).
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Figure C1. The relationship between molecular gas surface dgnsify) and velocity dispersioq o) measured pixel-by-pixel at 150 pc scales, without and with
inclination correctiongleft andright, respectively. Both plots are made using the published data tables in Sun(20204. The colors of the data points represent
thecosi values of the host galaxi¢see colorbgr but have been mediaritered to bring out the overall trend across the parameter space. The four colored lines in
each panel show the running median gf,;at xed o for galaxies in four different inclination bins. The left pafwgthout inclination correctiongeveals a mild

but statistically signicant trend of elevated, at xed o in galaxies with higher inclinatiofi.e., smalleicosi). This trend largely disappears in the right panel
(with the inclination corrections applied

Appendix D . d
Completeness Corrections o lcoP(lcddlco
In Section3.2.2 we identify a systematic bias affecting the fux . d Lo P el
population-averaged molecular cloud properties. This systema- 0o © (Ieddlco
tic bias originates from the incomplete CQOx recovery in the — 2
PHANGS-ALMA “strict moment maps and the associated 1 1 erf In{lco.i/ co.in) int (D3)
CPROPS catalogs. We introduce a completeness correction to 2 J2 T

account for this bias, making use of the measured Q© ' ' _
completenessf, ., and area coverage fractioiy,e, in each Notice that these two relations allow us to inversely solve for
averaging aperture. In this appendix, we present the mathema-i,: and In(lco /! co,in) @nd express their combinations in

tical derivation of this completeness-correction method. terms of the measurable quantitigg,andf .
We assume that the intrinsic CO intensity probability In(l >
distribution function(PDF) within each averaging aperture In(lco,mw/! co,im) J2erf Y1 4., (D9
follows a lognormal distribution: Tnt
1 (In lco |n|_co im)2 Tt \/E[erf ](l Zarea) erf 1( 1 2flux)] : ( D}S
P(leco) ————exp ’ . (D)) e 1n . :
V2 Qi Teo 2'|i2nt Here,"“erf 1” stands for the inverse error function.

We then calculate the appropriate correction factors for the
This assumption is motivated by observational constraints onpopulation-averaged molecular cloud properties and express
the CO intensity distribution in nearby galaxiesg., Hughes  them in terms ofaeaandf uy. The three population-averaged
et al. 2013 Leroy et al.2016 Egusa et al201§ Sun et al. ~ Properties we consider here are thex-weighted average
2018 20203. We further assume that the CO emission cloud surfa_lce density4 §Seqnon§.1.1—2.1.3, the mo[ecular
included in the“strict moment maps constitutes everything gas clumping factoly (Section3.2.1), and the ux-weighted

above a threshold intensityo g (i.e., the maps have a sharp, average of the reciprocal of freefall tinig, ! §Section6.1):
well-de ned sensitivity limi, and that the“strict’ maps . d 125 P (Ico)d!

capture all emission along the sightlines with CO detections. W " 4iBe r 0 cortealreo
Under these assumptions, we can expreg@ndfaeain terms correctd T4 g
of int, lco,int, @ndlco,m

d
(') lcoP (Icodlco

d 1
d . 2
1Eo P (Ico)dl
farea | P(lco)dlco o 0 (Ico)dlco -
CO,th B .. d | p(| o)d| q f I_(Z),
1 1 erf In(lco.w/! co,in) , (D2) lcouh
2 V2 Tt 09
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tﬁ 1“true §Q ICO P(lco)dlco
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d 1
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where fo0(Q cor .
Ico P (lco)dlco
1
E[1 eri erf {1

Note that the second steps in Equati¢Ds§)—(D8) are valid
because we adopt a constai, within each aperture.
FigureD1 shows the joint distribution df,eqandf  for all
3383 hexagonal apertures, with color codesecting the
amplitude of the derived correction factoFsorect, and
Feorrecte The faregandf x values for 68% of apertures are
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consistent with intrinsic lognorméto-PDFs with . ranging
from O to 1.0 dex. This broadly matches the obsetwgePDF
widths of 0.2 to 0.6 dex in subregions of nearby galagees.,
Hughes et al2013h Sun et al2018 20204 The impliedlco
PDF widths for another 12% of apertures exceed 1.0 dex,
which seem too_high to be physical. These apertures tend to
have lowf,..a possibly suggesting that these apertures include
true “empty areas devoid of CO emission, in which case the
lognormal PDF assumption is no longer appropriate. Finally,
the remaining 20% of apertures havie,y < faea Given the
high f;eq in most of these regions, it is likely that there is
missing CO ux along sight lines with CO detections. We
calculate the completeness correction for these apertures by
assuming an ad hdc,, value equal tdea

The color trends in Figur®1 indicate that apertures with
low f ,x or faeqgWould require very signcant completeness
corrections, which means that the CO detections in these
apertures are tobunrepresentativeof the underlying cloud
population for us to extract reliable statistics. This motivates us
to select a subsample of apertures with Highand high f4ea
for the more careful correlation analyses in SecBomThe
selection criteria, f x> 50% and f > 20%, are also
illustrated in FigureD1. Among all apertures that meet these
criteria, the correction factors o &have a median value of
0.03dex and a maximum of 0.2 dex, which means that the
uncorrected™4 8values are already close to the inferred true

1 In(lco./ Tcom  C
2 1oer J2 Tot
2‘flux) C 1 erf]( 1 Eclrea))] . C

population average. For the same set of apertures, the
correction factors oy, have a smaller median of 0.01 dex
but a much larger maximum of 0.6 dex. The few apertures with
very large correction factors are those with higl but low

farea Where a simple lognormal PDF is likely not a good
description of the underlying CO intensity distribution.
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Figure D1. Area coverage fractiofiyea VS. CO ux recovery fractionf ., on 150 pc scales within each of the 3383 hexagonal apertures. Black lines show the
expected4eaVs. f ux relations for sensitivity-limited CO observations given lognormal-shaped intiigsRDFs(different line styles correspond to lognormal PDFs
with 1 widths ranging from 0 to 1.0 dgxXThe colors of the data points et the amplitude of the appropriate correction factor&gf,. (left) andcpiy, 150pc(right)
according to Equation®6) and(D7). A red box highlights the parameter space with > 0.5 andf,e,> 0.2, which are the criteria for selecting the subsample of
871 apertures with highdelity measurements in Sectién

Appendix E Figure E1 illustrates that most molecular cloud properties
Resolution Dependence presented in Figure4 show some level of resolution
dependence. In detail, the average molecular cloud mass and
radius both increase strongly as the data resolution gets coarser
(the former is most likely driven by the lafteThis reinforces

In this work, we derive molecular cloud measurements from
the PHANGSALMA CO data at four common resolution
levels: 60’. 90, 120, and 150pc. The main text focuses on he conclusion that the sizes of the CPROPS-idedtbbjects
results derived at 150 pc scale so as to cover the full sample o

. ) : : —are primarily set by data resolution rather than physical
apertures while keeping the presentation succinct. In th'?’groperties of the gas distributigeee Sectiord.2). The slope

appendix, we draw comparisons across all four spatial scales i f the Ry, 8t ; , 0.6 :
: ib Strend appears subline@iRyyj 8 Dyeany), Which
order to illustrate the scale dependence of the measure eems to suggest that the molecular gas structure is not

mgllﬁcular Iclould prcljpeo{tles. . Iable for fewe OmPletely scale-free between-860 pc. The average cloud
€ molecuiar cloud measurements are avaliable Tor 1EWelg, , 5 .q density mildly decreases with beam size, as expected
and fewer aperturégalaxies as the resolution goes from

from more beam dilution. The average cloud velocity
150 pc to 60 p¢see Leroy et ak0213. To control for changes  gishersion increases with beam size, but with a power-law

in the aperturegalaxy sample and any associated selection slope of 0.20-0.23, shallower than the line widtize
effects, here we focus on a subset of 328 apertures in 1%g|ation for molecular clouds in the Milky Way digk.g.,
galaxies with data at all four spatial scales. Besides, the dat&glomon et al.1987). The average cloud turbulent pressure
sensitivity also drops as the beam size decreases, which coulghjidly declines toward coarser resolution, whereas the average
also leads to systematic biases in our molecular cloudyirial parameter largely remains roughly constant. Both trends
population statistics. We address this issue by applyingare predictable from their functional relations with cloud mass,
completeness corrections to all population-averaged measuresize, and velocity dispersion. Finally, as the molecular gas
ments according to theux completeness and area coverage surface density distribution becomes more homogeneous at
fraction of the CO moment maps at each resolui®@®@e  coarser resolutions, the estimated clumping factor diminishes
Section3.2.2. accordingly.
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Figure E1. Resolution dependence of the molecular cloud population-averaged properties shown i Figzaeh panel, the foldwiolins” represent histograms of
the corresponding cloud properties at 60, 90, 120, and 150 pc resolutions. These histograms are made from a common set of apertures for whith ahedsureme
four resolutions are available. The black open square and vertical bar indicate the median valu84pdrténtile rangéssigning equal weight per aperjure

Appendix F do not separately provide column-by-column descriptions
Machine-readable Tables for the radial bin tables, but simply note that the set of
columns therein are almost identical, except that the radial
bin tables lack th&kA DEC andphi _gal columns.

We plan to keep improving these data tables and release

We publish our high-level measurements in the form of
machirésez—readable data tables via the PHANGS CANFAR
storage” A permanent copy of the version used in this article : )
is also available via the CANFAR Data Publication Service. subsequent versions via the same CANFAR storge
This version includes two types of tables. Thst records the footnc_;te 53. I_:uture versions will cover a 'ang” sample of
hexagonal aperture measurements, and the second presents @@axies and include more measurements derived from other
radial bin measuremenfsee Sectior8.1). Here, we provide data sets, such aslIHregions and stellar populations from
column-by-column descriptions of the hexagonal aperturethe PHANGSMUSE survey(Emsellem et al2022 as well
tables in TableF1l For clarity, we also add links to the @s star clusters from the PHANGSST survey(Lee et al.
relevant sections and equations for each derived quantity. W&023.

52 https!/ www.canfar.ndtstoragévault/ list/ phangsRELEASES Sun_
etal_2022
53 hitpst/ doi.org 10.1157022.0072
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Table F1

Column-by-column Descriptions of the Published Machine-readable Tables
Column name Unit Description
ID Aperture ID
RA ° R.A. of the aperture cent¢Bection3.3)
DEC ° decl. of the aperture centé8ection3.3)
r_gal kpc Deprojected galactocentric rad{$ection3.3)
phi _gal ° Deprojected azimuthal ang{@=receding major axis; Sectid3)
frac _CO21 center Fraction of CQO(2-1) ux in the central regio(Section2.6, Section3.3)
frac _CO21 bars Fraction of CQ(2-1) ux in the bar regior{Section2.6, Section3.3)
V_circ _CO21 URC kms?t CO-derived circular velocityPersie- 96 model; Sectior.5, Section3.3)
e_V circ _CO21 URC kms?t Statistical error on CO-derived circular velocity
beta _CO21 URC Logarithmic derivative of CO rotation cur¢Bersig¢- 96 model; Sectior2.5, Section3.3)
e_beta _CO21 URC Statistical error on logarithmic derivative of CO rotation curve
Zprime Gas-phase metallicity relative to so{&quation(B1)-B2)
alpha _C021 S20 sMe K Tkm *pc CO (2-1)-to-H, conversion factof ducial; Sur 20; Equation(B3))
alpha _CO21 N12 sMe K *km pc CO (2-1)-to-H, conversion facto(Narayanaf 12; Equation(B5))
alpha _CO21B13 sMe K Tkm pc CO (2-1)-to-H, conversion facto(Bolatto+ 13; Equation(B6))
<alpha _CO21 G20ICO Xpc> sM, K km pc Flux-weighted mean C(®-1)-to-H, conversion factoGong+ 20 | co-based @<® pc; Equation(B7))
Sigma_mol Me pc 2 Region-average molecular gas surface defBi#ANGS-ALMA; Section3.3)
e_Sigma_mol Me pc 2 Statistical error on region-average molecular gas surface density
Sigma_atom Me pc 2 Region-average atomic gas surface derfBiIlyANGS-HI; Equatior(14), Section3.3)
e_Sigma_atom M. pc 2 Statistical error on region-average atomic gas surface density
MtoL _3p4um M. L.t Stellar mass-to-light ratio at 3.4n (Leroy+ 21; Section2.3)
Sigma_star Me pc 2 Region-average stellar mass surface defiséycial; Sectior2.3, Section3.3)
e_Sigma_star Me pc 2 Statistical error on region-average stellar mass surface dértiiyial)
Sigma_star _3p6um Me pc 2 Region-average stellar mass surface dei(8iey m + varying M/ L; Equation(15), Section3.3)
e_Sigma_star _3p6um Me pc 2 Statistical error on region-average stellar mass surface déhsitym + varying M/ L)
Sigma_star _3p4um Me pc 2 Region-average stellar mass surface deif8ity m + varying M/ L; Equation(16), Section3.3)
e_Sigma_star _3p4um Me pc 2 Statistical error on region-average stellar mass surface déhditym + varying M/ L)
Sigma_SFR Me yr * kpc 2 Region-average SFR surface den§ityucial; Sectior2.4, Section3.3)
e_SigmaSFR Me yr * kpc 2 Statistical error on region-average SFR surface defigitycia)
Sigma_SFR FUVW4 Me yr * kpc 2 Region-average SFR surface den§@®ALEX FUV + WISE4; Equatior(17), Section3.3)
e_Sigma_SFR FUVW4 Me yr * kpc 2 Statistical error on region-average SFR surface defGAYEX FUV + WISE4
Sigma_SFR NUVW4 Me yr * kpc 2 Region-average SFR surface den§BALEX NUV + WISE4; Equation(18), Section3.3)
e_Sigma_SFR NUVwW4 Me yr * kpc 2 Statistical error on region-average SFR surface defGAyEX NUV + WISE4
Sigma_SFR W4ONLY Me yr * kpec 2 Region-average SFR surface den§WiSE4 only; Equatior{19), Section3.3)
e_Sigma_SFR WA4ONLY Me yr * kpc 2 Statistical error on region-average SFR surface defWit§E4 only)
Sigma_SFR Haw4 Me yr * kpc 2 Region-average SFR surface denflity + WISE4; Equation(22), Section3.3)
e_Sigma_SFR Haw4 Me yr * kpc 2 Statistical error on region-average SFR surface defi$ity+ WISE4)
fracA _CO21 pix _Xpc Area lling fraction of CO(2-1) detection @X* pc (Section3.2.2
fracF _CO21 pix _Xpc Flux completeness of CQ-1) detection @X* pc (Section3.2.2
corr _| _CO21 pix _Xpc Completeness correction omnix-weighted mean cloud surface densityX@pc (Equation(D6))
corr _c_CO21 pix _Xpc Completeness correction on G&1) clumping factor @X* pc (Equation(D7))
corr _t_ff -1 _pix _Xpc Completeness correction omix-weighted mean reciprocal of freefall timeX®pc (EquationD8)
c_CO21 pix _Xpc Clumping factor of CQ2-1) emission @X* pc (Equation(24))
e_c_CO021 pix _Xpc Statistical error on clumping factor of G@-1) emission @X® pc
< Sigma_mol _pix _Xpc> Me pc 2 Flux-weighted mean molecular gas surface density*@c (Equation(8), Section3.2)
e_< Sigma_mol_pix _Xpc> Me pc 2 Statistical error on ux-weighted mean molecular gas surface densit®@c
<vdisp _mol_pix _Xpc> kms?® Flux-weighted mean molecular gas velocity dispersioX@c (Equation(10), Section3.2)
e_<vdisp _mol_pix _Xpc> kms ! Statistical error on ux-weighted mean molecular gas velocity dispersioXi@c
<P_turb _pix _Xpc> Kcm 3 Flux-weighted mean molecular gas turbulent pressuixé @ (Equation(12), Section3.2)
e <P_turb _pix _Xpc> Kem 2 Statistical error on ux-weighted mean molecular gas turbulent pressudé @
<alpha _vir _pix _Xpc> Flux-weighted mean virial parameter X@ pc (Equation(13), Section3.2)
e_<alpha _vir _pix _Xpc> Statistical error on ux-weighted mean virial parameter X pc
<t_cross -1 _pix _Xpc> Myr 1 Flux-weighted mean reciprocal of crossing timex@pc (Equation(28), Section3.2)
e <t_cross -1 _pix _Xpc> Myr 1t Statistical error on ux-weighted mean reciprocal of crossing timexX@pc
<t_ff -1 _pix _Xpc> Myr 1 Flux-weighted mean reciprocal of freefall time>X@pc (Equation(27), Section3.2)
e <t_ff -1_pix _Xpc> Myr * Statistical error on ux-weighted mean reciprocal of freefall timeX®pc
N_obj _Xpc Number of CPROPS objects in each aperturXi@c
fracF _CO21 obj _Xpc Flux completeness of CPROPS objectsx@bc (Section3.2.2
<M mol_obj _Xpc> Me Flux-weighted mean object molecular gas masX@c (Equation(1), Section3.2)
e_<Mmol_obj _Xpc> Me Statistical error on ux-weighted mean object molecular gas mas¥i@c
< Sigma_mol _obj _Xpc> Me pc 2 Flux-weighted mean object molecular gas surface densi @ (Equation(3), Section3.2)
e_< Sigma_mol_obj _Xpc> M. pc 2 Statistical error on ux-weighted mean object molecular gas surface densi} @
<vdisp _mol_obj _Xpc> kms?® Flux-weighted mean object velocity dispersionX@pc (Equation(4), Section3.2)
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Table F1
(Continued
Column name Unit Description
e_<vdisp _mol_obj _Xpc> kms ! Statistical error onux-weighted mean object velocity dispersionX@pc
<R _3d_obj _Xpc> pc Flux-weighted mean object 3D radiusX®pc (Equation(5), Section3.2)
e_<R 3d_obj Xpc> pc Statistical error onux-weighted mean object 3D radius X@ pc
<P_turb _obj _Xpc> Kcm 3 Flux-weighted mean object molecular gas turbulent pressuxé @ (Equation(6), Section3.2)
e _<P_turb _obj _Xpc> Kem 2 Statistical error on ux-weighted mean object molecular gas turbulent pressuxé @
<alpha _vir _obj _Xpc> Flux-weighted mean object virial parameterX@pc (Equation(7), Section3.2)
e_<alpha _vir _obj _Xpc> Statistical error on ux-weighted mean object virial parameterX@pc
<t_cross -1_obj _Xpc> Myr 1 Flux-weighted mean reciprocal of object crossing tim&@c (Equation(28), Section3.2)
e_<t_cross -1_obj _Xpc> Myr * Statistical error on ux-weighted mean reciprocal of object crossing tim&%@c
<t_ff -1_obj _Xpc> Myr * Flux-weighted mean reciprocal of object freefall timex@pc (Equation(27), Section3.2)
e <t_ff -1_obj Xpc> Myr * Statistical error on ux-weighted mean reciprocal of object freefall timexX@pc
Note.
&X = 60, 90, 120, and 150.
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