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A B S T R A C T 

We present a detailed study of two partial Lyman limit systems (pLLSs) of neutral hydrogen column density N H I ≈ (1 − 3) ×
10 

16 cm 

−2 disco v ered at z = 0.5 in the Cosmic Ultraviolet Baryon Surv e y (CUBS). Available far -ultra violet spectra from the 
Hubble Space Telescope Cosmic Origins Spectrograph and optical echelle spectra from MIKE on the Magellan Telescopes enable 
a comprehensive ionization analysis of diffuse circumgalactic gas based on resolved kinematics and abundance ratios of atomic 
species spanning five different ionization stages. These data provide unambiguous evidence of kinematically aligned multiphase 
gas that masquerades as a single-phase structure and can only be resolved by simultaneous accounting of the full range of 
observed ionic species. Both systems are resolved into multiple components with inferred α-element abundance varying from 

[ α/H] ≈−0.8 to near solar and densities spanning o v er two decades from log n H 

/cm 

−3 ≈ −2.2 to < −4.3. Available deep galaxy 

surv e y data from the CUBS program taken with VLT/MUSE, Magellan/LDSS3-C and Magellan/IMACS reveal that the z = 0.47 

system is located 55 kpc from a star-forming galaxy with prominent Balmer absorption of stellar mass M star ≈ 2 × 10 

10 M �, 
while the z = 0.54 system resides in an o v erdense environment of 11 galaxies within 750 kpc in projected distance, with the most 
massive being a luminous red galaxy of M star ≈ 2 × 10 

11 M � at 375 kpc. The study of these two pLLSs adds to an emerging 

picture of the complex, multiphase circumgalactic gas that varies in chemical abundances and density on small spatial scales 
in diverse galaxy environments. The inhomogeneous nature of metal enrichment and density revealed in observations must be 
taken into account in theoretical models of diffuse halo gas. 

Key words: surv e ys – galaxies: haloes – intergalactic medium – quasars: absorption lines. 
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 I N T RO D U C T I O N  

as within the extended haloes of galaxies, known as the circum- 
alactic medium (CGM), provides a novel view of the dominant 
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hysical processes responsible for galaxy evolution. In addition to 
erving as the interface regulating gas exchange between galaxies 
nd the intergalactic medium, the CGM provides unique clues about 
he nature of feedback from star formation, supernovae, and AGN 

ctivity within galaxies (see Tumlinson, Peeples & Werk 2017 , 
ox & Dav ́e 2017 , and Chen 2017 for recent re vie ws). The CGM is
ost readily observed via absorption in the spectra of background 
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uasars, enabling detailed studies of various gas properties and their
 volution with redshift. Ho we ver, interpretation of such absorbers is
imited without knowledge of the galactic environment to provide
strophysical context for the absorbers through comparisons of
bsorber and galaxy properties. 

The circumgalactic medium is expected to span several orders of
agnitude in density, including a cold (10 4 K) high-density phase

nd a volume filling diffuse hot phase with a temperature set by the
ravitational potential of the halo (see e.g. McCourt et al. 2012 ; Voit
t al. 2017 ; Stern et al. 2019 ). Recent observations have confirmed
spects of these models, including finding gas occupying a wide
ange of temperatures and densities (see e.g. Rudie et al. 2019 ;
ahedy et al. 2019 , 2021 ). Zahedy et al. ( 2019 ) found the cold
hase of the CGM in haloes of z ∼ 0.5 massive ellipticals to vary
n both density and metallicity by o v er a factor of ten. Simulations
emonstrate that, as a result of gas dynamics driven by accreting,
utflowing, and recycling gas (van de Voort & Schaye 2012 ; Ford
t al. 2014 ; Angl ́es-Alc ́azar et al. 2017 ; Oppenheimer et al. 2018 ;
afen et al. 2019 ), these different phases are seen throughout galaxy
aloes rather than correlating strongly with distance from galaxy
entres (Fielding et al. 2020 ), suggesting that accurate measurements
f multiphase properties may be essential to understanding the
hysics that shapes the CGM and the galaxies it envelopes (Peeples
t al. 2019 ). 

Ho we ver, observ ations of CGM absorption systems are often
imited in a fashion that precludes analysis encapsulating the com-
lexities introduced by the multiphase nature and varying abundances
f the CGM. For example, Cooper et al. ( 2015 ) and Glidden et al.
 2016 ) used unresolved spectra to study z ∼ 3 Lyman limit systems
LLSs, systems with 17 . 2 ≤ log N H I / cm 

−2 ≤ 19 . 0), measuring bulk
olumn densities of entire absorption comple x es rather than compo-
ents, and estimating gas properties based on these measurements.
ost CGM inferences about abundances and densities rely on

uch assumptions and they may yield bulk metallicity inferences
omparable to the average metallicity of the various components that
re blended together. Ho we v er, recent work e xploring detailed multi-
omponent and multiphase photoionization modelling underlines the
hortcomings in approaches that use such simplifying assumptions
Zahedy et al. 2019 , 2021 ; Haislmaier et al. 2020 ; Sameer et al.
021 ). These works demonstrate that gas at a wide range of densities
nd chemical abundances can be present within the same halo (see
lso D’Odorico & Petitjean 2001 ). Further, an absorption feature that
ppears to be a single discrete component may have contributions
o the same ion from gas at multiple densities, suggesting either
nresolved structure in the absorption profile, or varying densities
ithin a single gaseous structure. 
Absorbers with neutral hydrogen column densities of N H I = 10 15 –

0 17 cm 

−2 (partial Lyman limit systems, or pLLSs) are the most
ikely to represent a typical sightline through the CGM (Fumagalli
t al. 2011 ; Faucher-Gigu ̀ere et al. 2015 ; Hafen et al. 2017 ). Rudie
t al. ( 2012 ) find that, at z ∼ 2.5, around 90 per cent of sightlines
ithin 100 kpc of Lyman break galaxies contain a pLLS, along with
eaker components. At lower redshifts, at least half of all pLLSs are
ithin 300 kpc of galaxies (e.g. Chen & Mulchaey 2009 ; Tumlinson

t al. 2013 ; Johnson, Chen & Mulchaey 2015 ; Prochaska et al. 2017 ,
019 ; Chen et al. 2019a ). Therefore, the distribution of LLS and
LLS metallicities provides significant insight into the nature of the
GM, even without corresponding galaxy data (Lehner et al. 2013 ;
ooper et al. 2015 ; Glidden et al. 2016 ; Lehner et al. 2019 ; Wotta
t al. 2019 ). 

Ho we ver, our ability to interpret these LLS properties in the lens
f galaxy formation and evolution is greatly enhanced by connecting
NRAS 508, 4359–4384 (2021) 
ndividual absorbers with their galactic environments. Early studies
uggest metallicity gradients, decreasing with distance from the
SM to CGM (Chen, Kennicutt & Rauch 2005 ; Christensen et al.
014 ; P ́eroux et al. 2016 ), and continuing to decline until reaching
bundances typical of the outskirts of haloes and into the intergalactic
edium (IGM; Simcoe et al. 2006 ), although such conclusions re-

uire refinement as samples are small ( N gal = 6). Relative abundance
radients have also been discovered, with CGM gas in both quiescent
nd star-forming galaxies having increased α-element abundances,
elative to Fe, at larger galactocentric radii (Zahedy et al. 2017 ).
his evidence of less chemical maturity in the outskirts of haloes
uggests increased star-formation driven enrichment within the inner
alo and/or greater dilution of the outer halo by accretion of gas
ith more chemically primitive abundance patterns (e.g. Pei & Fall
995 ; Rauch, Haehnelt & Steinmetz 1997 ; Muratov et al. 2017 ). A
euristic picture of gas dynamics with metal-poor accretion along
he major axes and enriched outflowing gas along minor axes (e.g.
an de Voort & Schaye 2012 ; P ́eroux et al. 2020 ) is challenged
y observations demonstrating CGM metallicities appear to not be
trongly azimuthally dependent (P ́eroux et al. 2016 ; Kacprzak et al.
019 ; Pointon et al. 2019 ; but see Wendt et al. 2021 ). Robust absolute
nd relative chemical abundance measurements considered jointly
ith galactic context are key to understanding the mechanisms that
rive such relations. 
In addition to identifying a plausible host-galaxy at the redshift

f an absorber, further environmental context can be obtained by
onducting a surv e y to measure redshifts of all nearby galaxies
ikely to be at the same redshift. Since the CGM conducts gas
etween galaxies and the intergalactic medium, it is likely to be
ensitive to the galaxy environment. Mina et al. ( 2020 ) demonstrate
he impact of feedback from nearby galaxies on halo gas, with
arger galaxies suppressing star-formation in their dwarf neighbours.
everal recent works have demonstrated that many absorbers likely
rise from complex galaxy structures and galaxy groups, not simply
ingle galaxies evolving in isolation (P ́eroux et al. 2019 ; Chen et al.
020 ; Hamanowicz et al. 2020 ; Narayanan et al. 2021 ). The high
ncidence of CGM gas within the virial haloes of isolated dwarf
alaxies (Johnson et al. 2017 ), coupled with the recent identification
f a dwarf galaxy at small projected separation from an absorber
nitially thought to be associated with a massive galaxy over 300 kpc
way (Muzahid et al. 2015 ; Nateghi et al. 2021 ), highlights the
eed for deep galaxy spectroscopy to fully characterize the galactic
nvironment, critical to understanding the true nature of CGM
bsorbers. 

The Cosmic Ultraviolet Baryon Surv e y (CUBS) is an effort to
onduct such a galaxy census in the foreground of 15 z ∼ 1 quasars,
rimary focusing on CGM studies at redshifts between z = 0.4–
.8 (see Chen et al. 2020 , hereafter CUBS I ). The CUBS galaxy
urv e y is designed with a tiered approach such that it is deepest and
ost complete at smaller impact parameters, intending to ensure

hat rele v ant lo wer mass galaxies are not o v erlook ed in f a v our of L ∗
alaxies, while exploring the broader galactic environment traced by
righter galaxies (see §2.2 and Boettcher et al. 2021 , hereafter CUBS
I ). In this work we examine all components of two pLLSs at z =
.47 and 0.54, as early CUBS results, along the line-of-sight to QSO
011035.511 −164827.70 (hereafter J0110 −1648) at z QSO = 0.7823.

At z ∼ 0.5, the UV spectra observed for CUBS span a wide
ange of ionization states, necessary to explore the multiphase
roperties of the CGM. For example, transitions of comparable
trength of all oxygen ions up to O 

5 + are co v ered, e xcepting O 

4 + ,
llowing us to examine multiple ionization phases of the CGM
ithout relying on comparisons between different elements, a v oiding
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mbiguities resulting from possible variation in relative chemical 
bundances. Additionally, the ability to resolve distinct absorbing 
omponents reveals the inhomogeneities in ionization state between 
iscrete gaseous structures within a single halo. Leveraging the broad 
o v erage of both ionization states and elements in our data, our
nalysis focuses on determining which gas properties can be robustly 
btained, in light of the complexity and ambiguities inherent in such 
nalyses. We show that combining observed pLLS properties with the 
alactic environment revealed by the accompanying galaxy surv e y 
rovides new insight into the connection between galaxies and the 
iffuse IGM. Notably, the two pLLSs studied here have remarkably 
ifferent galactic environments, with one within 100 kpc of a galaxy 
ith few neighbours, and the other having no L ∗ galaxy within 
00 kpc, but o v er 20 galaxies within 2 Mpc. 
The remainder of the paper is structured as follows. In Section 2,

e discuss the data quality and characteristics. In Section 3, we 
iscuss the methodology used to measure kinematics and column 
ensities, and the approach taken to photoionization modelling. De- 
ails specific to each absorption component, including the reliability 
f measurements and inferred properties, are given in Section 4. 
or readers less interested in the details of photoionization analysis, 
ection 5 summarizes the derived densities and abundance patterns 
nd presents the galactic environments of the absorbers unco v ered 
y the CUBS galaxy surv e y. We combine these results with those
resented in Zahedy et al. ( 2021 , hereafter CUBS III ) who studied
ptically thick Lyman limit systems in CUBS, to discuss the nature of
igh- N HI absorbers in the intermediate redshift CGM. In Section 5, 
e also discuss ambiguities in the modelling, focusing on outlining 
hich properties can be robustly determined. Section 6 presents 
 summary of the paper. Throughout this paper, we assume a 
 cosmology with H 0 = 67.7 km s −1 Mpc −1 , �m 

= 0.307, and
� 

= 0.693 (Planck Collaboration XIII 2016 ). Errors are 1- σ and 
redible intervals contain 68 per cent of corresponding probability 
istributions. All distances are expressed in physical units unless 
tated otherwise. All magnitudes presented in this paper are in the 
B system. 

 DATA  

n this section, we present the far-UV and optical echelle spectra of
SO J0110 −1648 and accompanying galaxy survey data, obtained 

s part of the CUBS program. The CUBS program design and data
re discussed in CUBS I ; here we describe the data characteristics
or J0110 −1648 rele v ant to the two pLLSs. 

.1 Spectra of QSO J0110 −1648 

e acquired far -ultra violet spectroscopy of J0110 −1648 with spec- 
ral co v erage from λ = 1100 −1800 Å using the Cosmic Origins
pectrograph (COS; Green et al. 2012 ) aboard the Hubble Space 
elescope ( HST ) during Cycle 25 (GO-CUBS; PID 15163; PI Chen).
o achieve continuous spectral coverage, we take spectra using the 
130M grating with two central wavelength settings (total t exp = 

5 320 s) and the G160M grating with four central wavelengths (total
 exp = 19 802 s), yielding a median signal-to-noise per resolution 
lement of ( S / N ) resel ∼ 31. For our analysis, we adopt the COS
ifetime Position 4 line-spread function (Fox et al. 2018 ), which 

s non-Gaussian with extended wings. Resolution elements have a 
ull-width at half-maximum (FWHM) of approximately v FWHM 

∼
1 km s −1 . 
High-resolution ( v FWHM 

= 8 km s −1 ) optical spectroscopy was ob-
ained with the Magellan Inamori Kyocera Echelle (MIKE, Bernstein 
t al. 2003 ) spectrograph on UT 2018-11-01, with a 0.7 arcsec slit
ith 2 × 2 binning. With a total t exp = 1800 s we achieved (S/N) resel ∼
5 at λ = 4000 Å (corresponding to the Mg II λλ 2796,2803 doublet
t z ∼ 0.5), and (S/N) resel ∼ 10 at λ = 3500 Å (Fe II 2382 Å). 

The high-resolution COS FUV and optical echelle spectra together 
nable studies of resolved component structures within individual ab- 
orption systems. In particular, the optical echelle spectrum informs 
nalysis of the FUV spectra (see Section 4). Further details on the
bservations and reduction process of both spectra can be found in
UBS I . 

.2 Galaxy redshift sur v ey 

 defining characteristic of the CUBS program is quasar selection 
hat is agnostic with respect to nearby galaxies; rather than selecting
uasars probing the CGM of particular galaxies, quasars are selected 
ased on observability. Quasars are selected using NUV magnitudes, 
o select bright QSOs without biasing against LLSs that attenuate 
UV magnitudes. The main goal of the galaxy surv e y is to obtain
edshifts for as many galaxies at 0.4 < z < z QSO with impact
arameters d � R vir as possible, while minimizing the potential to
ntroduce biases via target selection. With this in mind, the CUBS
alaxy surv e y is designed as a three-tiered approach, with deeper and
enser co v erage of galaxies at smaller angular separation from the
entral quasars, enabling a complete view of the galaxy environment 
f the absorbers. We provide a summary of the galaxy surv e y here,
nd discuss observ ations rele v ant to J0110 −1648; future works will
rovide details of the whole survey. 
The ultradeep component of the redshift surv e y co v ering the inner

 × 1 arcmin 2 region consists of VLT/MUSE (Bacon et al. 2010 )
ide-field mode, adaptive optics assisted observations (program ID 

104.A-0147, PI:Chen). For J0110 −1648, spectra were taken o v er
wo observing blocks on 2020 No v ember 21–22, each consisting of
 × 900 s exposure, for a total t exp = 5400 s and a mean full-width
t half-maximum (FWHM) of 0.6 arcsec. The data cube reaches 
 photometric limiting magnitude in pseudo- r of ≈27 mag, and
nables redshift identification of low mass galaxies that are generally 
ainter than the thresholds of the wider surv e y components (10 8 <
 star / M � < 10 9 ), out to about 200 kpc, depending on redshift. PSF

ubtraction of the QSO light enables galaxy identification down to 
mpact parameters of ∼8 kpc, although no galaxy is identified within
he QSO PSF in this field. The MUSE cubes are reduced with a
ombination of the standard pipeline (Weilbacher et al. 2014 ) and
UBEXTRACTOR (described in Cantalupo et al. 2019 ). 
The deep and narrow component, conducted with 
agellan/LDSS-3C in multislit mode, targets L � 0 . 1 L ∗ galaxies

t z < 1 within 1 arcmin in angular radius of the quasar sightline
corresponding to 370 kpc at z = 0.5). Candidate galaxies are
elected based on g − r and r − H colours, to a depth of r = 24 mag
see also CUBS II ). Guided by the Ultra-VISTA surv e y (Muzzin
t al. 2013 ), we estimate this selection identifies o v er 80 per cent of
alaxies with M star > 10 10 M � at 0.4 < z < 0.8, and o v er 50 per cent
t z = 1.0, while excluding most higher redshift galaxies. To select
alaxies for spectroscopic follow-up, we obtained deep r - and 
 -band imaging using the Inamori Magellan Areal Camera and 
pectrograph (IMACS; Dressler et al. 2011 ), and H -band imaging
ith the FourStar Infrared Camera (Persson et al. 2013 ), both on

he Magellan/Baade telescope. LDSS-3C spectra are taken with the 
PH-All (400 l mm 

−1 ) grism using 1 arcsec wide slits, resulting in
 spectral resolution of R = 650. The LDSS-3C spectroscopy of
alaxies in the J0110 −1648– field was taken on 2018 December 
0–11 and 2019 October 27–29 in 0.6–0.8 arcsec seeing. 
MNRAS 508, 4359–4384 (2021) 
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Figure 1. Magellan/Fourstar H -band image of galaxies in the field of view of 
QSO J0110 −1648, with VLT/MUSE pseudo- r o v erlaid in the centre. Galaxies 
with 	v g < 500 km s −1 relative to the pLLSs at z = 0.47 and z = 0.54 
are highlighted with cyan circles and green box es, respectiv ely. The dashed 
circles, centred on the quasar, indicate impact parameters of 100, 200, and 
300 kpc at z = 0.5. The image is 1 Mpc per side (about 160 arcsec). Galaxies 
at other known redshifts have black circles, and galaxies with spectral features 
that disallow either pLLS redshift have crosses. Stars are indicated with white 
X’s. 
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The wide and shallow portion of the surv e y, performed with
agellan/IMACS, targets L ∗ galaxies with projected distances within

everal Mpc from the quasar, moti v ated by the similarity of clustering
roperties between H I absorbers and galaxies found in previous
ross-correlation studies of galaxies and absorption systems (e.g.
hen & Mulchaey 2009 ). IMACS spectra are taken with the short
 f /2) camera, which has a 15 arcmin radius field of view (5.5 Mpc at
 = 0.5), using the 150 l mm 

−1 grism and 1 arcsec wide slits, which
ields spectral resolution of R = 550. The IMACS spectroscopy of
alaxies in the J011 −1648 field w as tak en on 2018 October 8 and
o v ember 7 −9, 2018, in 0.5–0.6 arcsec seeing. 
Both sets of Magellan galaxy spectra are reduced using the
PDMap routine within the CarPy python distribution, imple-
enting the methods outlined in Kelson et al. ( 2000 ) and Kelson

 2003 ). Redshift measurements are performed by constructing best-
tting (minimum χ2 ) model spectra from linear combinations of
DSS-III BOSS eigenspectra (Bolton et al. 2012 ), at redshift intervals
f 	z = 0.0001. The resultant redshift is that with the o v erall
owest χ2 , subject to visual verification and masking of contaminated
avelengths performed independently by at least two separate team
embers. For a small number of galaxies observed for other purposes
here we have higher resolution MagE spectra in addition to LDSS3
r IMACS spectroscopy, we find that redshifts measured from either
ower dispersion Magellan instrument agree with those measured
ith MagE to within 	z 

1 + z 
∼ 10 −4 . For objects with a single emission

ine, we infer a small set of potential redshifts based on typical
ransitions, such that they can be ruled out as associated with
bsorbers at other redshifts. 

Here we briefly summarize the characteristics of the galaxy surv e y
round QSO J0110 −1648; further details will be provided in a
uture publication describing the full galaxy surv e y. We obtain secure
edshifts for 882 galaxies within 11 arcmin of the quasar, with 861
t z < z QSO = 0.7823. Focusing on the inner 1 arcmin region, there
re 45 galaxy candidates, 1 30 of which meet our colour-selection
riterion. Secure redshifts are identified for 23 of these colour-
elected galaxies. Ten out of fifteen non-colour selected galaxies
ave secure redshifts, only one of which has 0.4 < z < 0.8. In total,
e identify 16 (41) foreground galaxies with impact parameters d <
00 (300) kpc. 
Fig. 1 shows the galaxies identified around J011 −1648, o v erlaid

n a composite Magellan/Fourstar H -band and VLT/MUSE pseudo-
 -band image. The resolution of the Magellan spectra is insufficient
o resolve the [O II ] λλ 3727 , 3729 doublet, leaving the redshifts of
ome galaxies with a single emission line and no detected absorption
eatures ambiguous. For this work, single lines are sufficient to
etermine such galaxies are not at either redshift of interest within
 projected distance of 1 Mpc. These galaxies are indicated with
lack crosses. The galaxies highlighted in cyan and green are within
00 km s −1 of the z = 0.47 and 0.54 pLLSs, respectively . Notably ,
hese two pLLSs have remarkably different galactic environments,
s we describe in Section 5. 

 M E T H O D O L O G Y  

o investigate the physical properties of the two pLLSs along the
ine of sight to J0110 −1648, we perform a Voigt profile analysis
o characterize the multicomponent velocity structure and measure
olumn densities. In addition, we carry out detailed photoionization
NRAS 508, 4359–4384 (2021) 

 We refer to targets as galaxy candidates because they may also be stars. We 
se DES classifications for star-galaxy separation for objects with r < 22.5. 
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W  
nalyses to measure chemical abundances and densities of individual
omponents. In this section, we describe the steps we take for these
nalyses. For the rest of this paper, we refer to singly ionized species
s ‘low-ionization’ and triply ionized as ‘high-ionization,’ unless
therwise stated. 

.1 Voigt profile analysis of resolved component structure 

bsorption components are fit, using custom software, with Voigt
rofiles parametrized by a velocity centroid 	v i , column density N i ,
nd Doppler broadening term b i . An additional parameter necessary
o include in our fitting routine is a wavelength shift for the COS
pectrum around lines of interest, accounting for slight wavelength
alibration issues that are typical with COS (e.g. Wakker et al. 2015 ).
hese corrections are typically below 3 km s −1 , except for the edges
f the spectrum (i.e. Lyman α at z = 0.47 occurs at λ = 1787 Å and
equires a 10 km s −1 adjustment.) 

Velocities are measured relative to the strongest H I component
placed at 	v = 0), and relative offsets are shared by all ions
or a given component. To determine 	v i for discrete absorption
omponents, we first fit the centroids of lines present in the higher
esolution MIKE spectrum. At z ∼ 0.5, the only strong absorption
ines at optical wavelengths are low-ionization lines that tend to trace
enser gas, such as the Mg II doublet. The posteriors of these fits are
hen used as priors when finding both wavelength adjustments in the
OS spectrum and centroiding additional components only detected

n H I and higher ionization lines. 
The Doppler parameter b i for a component can be parametrized by

 single temperature and turbulent broadening term b t , with the re-
ultant broadening term for each ion being b 2 i, ion = b 2 t,i + 2 kT i /m ion .
e find that this enables fitting of pLLS at z= 0.54, but results
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Figure 2. Continuum normalized absorption profile of the z = 0.472277 partial LLS absorber H I and metals, with velocities centred on z c1 . The Mg I , Mg II , 
and Fe II data come from MIKE; all other species show data from COS. Absorption components c1, c2, and c3 are plotted individually with blue, orange, and 
c yan dashed lines, respectiv ely, with ticks at unity indicating their centroids. For component 4, low- and high-ionization species are shown with different colours 
(red and violet, respectively), and all doubly ionized species were fit with a two-phase model, having two components at c4, each with Doppler parameters fixed 
to values from fits to appropriate high- and low-ionization ions. For other components this approach does not yield reliable results, due to their proximity to one 
another. Components 5 and 6 (grey dashed lines), at 	v = −40 and 274 km s −1 respectiv ely, hav e no associated metals. Milky Way Fe II absorption is fit from 

uncontaminated lines, and is accounted for in the fit to S II 764 Å. The joint profile of all components for each ion is shown with a pastel green line, and a pastel 
blue line shows the net absorption profile (i.e. all ions). The grey shading indicates contamination from absorption unassociated with this pLLS. 
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2 Component 2 is only well-detected in the stronger 2796 Å Mg II transition; 
ho we ver, it is corroborated by a more-significant C II detection. 
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n inadequate fits for the z = 0.47 absorber, so we opt to fit the
oppler parameter for each ion independently for the z = 0.47 pLLS.
he lower redshift absorber has a more comple x v elocity structure,
o we attribute this to blended density phases and/or unresolved 
omponents (see Section 4.1). 

The absorber at z = 0.47 and the Voigt profile compo- 
ents are shown in Fig. 2 . We identify at least six distinct
 I components, with metal-bearing components at 	v 1 , 2 , 3 , 4 = 

 , + 36 , + 56 , + 191 km s −1 and only H I detected at 	v 5 , 6 =
41 , + 274 km s −1 , respectively. While the H I component velocity

entroids span 315 km s −1 , detected metals only span 190 km s −1 

ince neither the bluest nor reddest component has associated metal 
ines. Components 1 (the dominant component with log N H I / cm 

−2 = 

6 . 03), 2, and 4 have detected low-ionization species, with Mg II
etections 2 allowing for precise redshift measurements. While all 
hree also have O II and O III detections, only components 1 and 4
ave O IV . Similarly, component 3, in the middle of the absorption
omplex ( 	v 3 = 56 km s −1 ) is clearly more highly ionized, with
etections of O III and O IV but not O II or Mg II . Column density
easurements for components of this pLLS are given in Table 1 .
 Mg II is considerably narrower than the COS FWHM (FWHM = 

0 km s −1 corresponding to b = 12 km s −1 ) and below the range of
oppler parameters that can be resolved by COS ( b ≈ 9 km s −1 for

he typical S/N ratio in CUBS COS data); for lines that are optically
MNRAS 508, 4359–4384 (2021) 
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Table 1. Column densities measured with the Voigt profile fit to the partial Lyman Limit System at z = 0.4723. 

Component 1 Component 2 Component 3 Component 4L Component 4H 

	v c1 = 0 . 0 + 1 . 4 −1 . 4 
a 

	v c2 = + 36 . 1 + 1 . 0 −1 . 0 	v c3 = + 56 . 0 + 1 . 4 −1 . 5 	v c4L = + 191 . 2 + 0 . 5 −0 . 5 	v 4H = + 191 . 3 + 1 . 3 −1 . 3 
Ion log N c1 /cm 

−2 b c1 
b log N c2 /cm 

−2 b c2 log N c3 /cm 

−2 b c3 log N c4L /cm 

−2 b c4L log N c4H /cm 

−2 b c4H 

H I 16 . 03 + 0 . 02 
−0 . 02 20 . 9 + 1 . 4 −1 . 3 15 . 10 + 0 . 04 

−0 . 06 22 . 5 + 2 . 4 −2 . 7 14 . 53 + 0 . 08 
−0 . 09 34 . 5 + 3 . 0 −2 . 6 15 . 14 + 0 . 03 

−0 . 03 14 . 3 + 0 . 5 −0 . 5 ··· ···
C II 13 . 26 + 0 . 06 

−0 . 07 16 . 3 + 6 . 0 −6 . 3 13 . 21 + 0 . 08 
−0 . 08 11 . 0 + 7 . 3 −6 . 0 < 13.47 (O III ) 13 . 54 + 0 . 14 

−0 . 08 8 . 1 + 7 . 2 −4 . 1 ··· ···
C III 13 . 72 + 0 . 02 

−0 . 02 30 . 3 + 1 . 6 −1 . 6 13 . 14 + 0 . 18 
−0 . 18 13 . 9 + 4 . 3 −6 . 9 13 . 69 + 0 . 05 

−0 . 04 19 . 2 + 1 . 5 −1 . 4 13 . 37 + 0 . 60 
−0 . 62 (O II ) 13 . 63 + 0 . 07 

−0 . 08 (O IV ) 
N II < 13.03 (O II ) b < 12.94 (O II ) < 13.03 (O III ) < 13.11 (O II ) ··· ···
N III < 13.26 (O III ) < 13.32 (O III ) 13 . 58 + 0 . 05 

−0 . 05 22 . 9 + 7 . 5 −6 . 9 13 . 71 + 0 . 09 
−0 . 15 (O II ) < 13.84 (N IV ) 

N IV < 12.72 (O IV ) < 13.14 (O III ) 13 . 61 + 0 . 05 
−0 . 05 25 . 6 + 4 . 6 −4 . 1 ··· ··· 13 . 53 + 0 . 17 

−0 . 10 12 . 8 + 6 . 1 −4 . 5 
O I < 13.24 (O II ) < 13.37 (O II ) < 13.42 (O III ) < 12.93 (O II ) ··· ···
O II 13 . 74 + 0 . 05 

−0 . 05 14 . 6 + 5 . 3 −5 . 6 12 . 93 + 0 . 26 
−0 . 35 17 . 2 + 8 . 7 −10 . 1 < 14.11 (O III ) 13 . 50 + 0 . 06 

−0 . 06 7 . 6 + 2 . 7 −1 . 3 ··· ···
O III 14 . 22 + 0 . 05 

−0 . 07 32 . 7 + 5 . 7 −4 . 9 13 . 97 + 0 . 21 
−0 . 27 29 . 0 + 12 . 1 

−15 . 0 13 . 94 + 0 . 12 
−0 . 21 12 . 0 + 5 . 8 −5 . 5 13 . 84 + 0 . 21 

−0 . 34 (O II ) 13 . 94 + 0 . 12 
−0 . 17 (O IV ) 

O IV 14 . 05 + 0 . 05 
−0 . 05 28 . 6 + 8 . 4 −7 . 0 < 13.61 (O III ) 14 . 46 + 0 . 03 

−0 . 03 23 . 5 + 2 . 9 −2 . 5 ··· ··· 14 . 38 + 0 . 03 
−0 . 02 22 . 9 + 2 . 6 −2 . 4 

O VI 13 . 95 + 0 . 05 
−0 . 06 53 . 9 + 1 . 5 −1 . 4 < 13.96 (O III ) 13 . 96 + 0 . 06 

−0 . 08 43 . 8 + 6 . 0 −6 . 1 ··· ··· 14 . 25 + 0 . 02 
−0 . 02 56 . 4 + 3 . 9 −3 . 7 

Si II < 12.50 (Mg II ) < 12.46 (Mg II ) < 12.52 (O III ) < 12.90 (Mg II ) ··· ···
Si III 12 . 83 + 0 . 07 

−0 . 07 24 . 6 + 7 . 8 −6 . 5 ··· ··· ··· ··· 12 . 44 + 0 . 22 
−0 . 39 (O II ) < 12.63 (O IV ) 

S II 12 . 56 + 0 . 18 
−0 . 34 10 . 2 + 6 . 4 −5 . 8 < 12.22 (C II ) < 12.32 (C III ) < 12.51 (C II ) ··· ···

S III < 13.52 (O III ) < 13.41 (O III ) < 13.27 (O III ) ··· ··· < 13.63 (O IV ) 
S IV < 13.31 (O III ) < 13.11 (O III ) < 13.05 (O III ) ··· ··· < 13.46 (O IV ) 
S V < 12.16 (O III ) < 12.41 (O IV ) < 12.50 (O IV ) ··· ··· 12 . 24 + 0 . 13 

−0 . 18 (O IV ) 
S VI < 12.64 (O III ) < 12.91 (O IV ) < 12.80 (O IV ) ··· ··· < 12.67 (O IV ) 
Mg I < 11.27 (Mg II ) < 10.90 (Mg II ) < 11.19 (O III ) < 11.10 (Mg II ) ··· ···
Mg II 11 . 85 + 0 . 07 

−0 . 09 8 . 7 + 2 . 6 −2 . 3 11 . 66 + 0 . 09 
−0 . 10 < 7.6 (3.7) c < 11.68 (O III ) 12 . 02 + 0 . 05 

−0 . 05 3 . 3 + 1 . 0 −0 . 8 ··· ···
Fe II < 12.18 (Mg II ) < 12.12 (Mg II ) < 12.29 (O III ) < 12.26 (Mg II ) ··· ···

Component 5 Component 6 
	v c5 = −40 . 7 + 6 . 6 −6 . 9 	v c6 = + 274 . 0 + 1 . 6 −1 . 6 – – – – – –

Ion log N c5 /cm 

−2 b c5 log N c6 /cm 

−2 b c6 – – – – – –
H I 15 . 34 + 0 . 08 

−0 . 09 46 . 6 + 3 . 1 −3 . 6 14 . 18 + 0 . 02 
−0 . 02 35 . 5 + 2 . 4 −2 . 2 – – – – – –

C II < 12.93 (H I ) < 13.47 (H I ) – – – – – –
C III < 13.59 (H I ) < 12.54 (H I ) – – – – – –
N I < 13.39 (H I ) ··· ··· – – – – – –
N III < 13.24 (H I ) < 13.24 (H I ) – – – – – –
N IV < 12.98 (H I ) < 12.95 (H I ) – – – – – –
O I < 13.35 (H I ) < 13.37 (H I ) – – – – – –
O II < 13.21 (H I ) < 13.04 (H I ) – – – – – –
O III < 13.46 (H I ) < 13.25 (H I ) – – – – – –
O IV < 13.77 (H I ) < 13.18 (H I ) – – – – – –
O VI < 13.28 (H I ) < 13.36 (H I ) – – – – – –
Si II < 12.58 (H I ) < 12.78 (H I ) – – – – – –
Si III < 12.58 (H I ) < 12.34 (H I ) – – – – – –
S II < 12.86 (H I ) < 12.56 (H I ) – – – – – –
S III < 13.93 (H I ) < 13.85 (H I ) – – – – – –
S IV < 13.73 (H I ) ··· ··· – – – – – –
S V < 12.25 (H I ) < 12.28 (H I ) – – – – – –
S VI < 12.70 (H I ) < 12.77 (H I ) – – – – – –
Mg I < 11.38 (H I ) < 11.51 (H I ) – – – – – –
Mg II < 12.07 (H I ) < 11.74 (H I ) – – – – – –
Fe II < 12.33 (H I ) < 12.61 (H I ) – – – – – –

Notes. a 	v and b are in units of km s −1 . 
b Parentheses indicate column density was obtained by drawing the Doppler parameter from the posterior distribution of listed ion. 
c 7.6 km s −1 is a 3-sigma upper limit while the value listed in parenthesis is the best-fitting value corresponding to the listed column density. 
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hin, as is the case for all other singly ionized species, this should not
nfluence column density measurements. 

The absorber at z = 0.54, shown in Fig. 3 , is comparatively
impler, with only three H I components. The strongest H I absorber
 log N H I / cm 

−2 = 16 . 51) is at z 1 = 0.53129. 3 A more highly ionized
NRAS 508, 4359–4384 (2021) 

 z 1 = 0.531288 ± 0.000001, based on the Mg II and Fe II profiles. 

C  

s  

t  
omponent at 	v 2 = 19 km s −1 contains a suite of metal ions (see
ection 4.7 for a discussion on the necessity of this component),
hile at 	v 3 = 90 km s −1 an absorber of comparable N H I has no

orresponding metal absorption lines aside from O VI , indicating
ariation in abundances and/or density between these two clouds.
olumn density measurements for this pLLS and the associated ab-

orbers are given in Table 2 . As detailed in the following discussion,
he component structure of the low-density gas is poorly constrained
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Figure 3. Continuum normalized absorption profiles of the z = 0.541288 pLLS, with the same format described in Fig. 2 . Absorption components c1, c2, and 
c3 are plotted individually with blue, orange, and cyan dashed lines, respectively. c1 has strong absorption across from singly and doubly ionized species. c2 is 
more highly ionized, with no absorption from singly ionized species, and the only metal detected in c3 is O VI . 
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y the data, such that measurements of doubly ionized lines are 
omewhat model dependent in c1 and c2. 

For all absorbers presented herein, Voigt profile fits are performed 
sing a Markov chain Monte Carlo (MCMC) code, using the emcee
ackage (F oreman-Macke y et al. 2013 ) as a framework in which we
efine a likelihood function of ln L ∝ −χ2 . We adopt the median 
f the posterior distribution as the reported value for each model 
arameter, with 68 per cent credible intervals used to approximate 1 σ
rrors (see Tables 1 and 2 ). These uncertainties are marginalized o v er
lending with other components or absorption due to other ions, and 
n a few instances non-Gaussian posteriors when b is very small or
ines are potentially saturated. We note that there is additional model 
ncertainty due to potential blending with additional unresolved 
omponents (or H I ), which is considered in interpreting models of
he absorbers. Potential saturation manifests as a ‘tail’ towards large 
olumn densities in posterior distributions, in which case we adopt 
he 0.05 percentile of the column density posterior distribution as a 
ower limit (corresponding to 3 σ ). We do not include undetected lines 
n the initial fit; instead, we run a second iteration with the posteriors
rom the first iteration set as the priors for detected lines, and for non-
etections assume as b -priors the posterior of a rele v ant detected ion.
e adopt for these the 99.5th percentile as an upper-limit (again, 

orresponding to 3 σ ). 
.2 Photoionization analysis 

e determine gas properties for each absorption component by 
omparing to models constructed with Cloudy (Ferland et al. 2013 ).
bsorbers are modelled as discrete clouds subject to an external 

onizing radiation field, with metal abundance patterns allowed to 
 ary relati ve to Solar. We use the ultraviolet background radiation
UVB) field prescription from Faucher-Gigu ̀ere ( 2020 ). This UVB
odel includes contributions from galaxies and AGN, and was 

alibrated to a number of recent empirical constraints. We note that
he choice of UV background is moti v ated by its agreement with
ecent measurements of the z < 1 neutral hydrogen photoionization 
ate, 
 HI , and that the abundances derived are robust to variation in
he UVB model (see CUBS III ; Chen et al. 2018 ; Zahedy et al. 2019 ).

Photoionization (PI) models are calculated o v er a grid of densities
 n H ) and chemical abundances. The models assume a solar relative
bundance pattern; the effect of assuming a reasonable, different 
bundance pattern is negligible to the ionization fractions of various 
pecies, so we introduce varying relative abundances in the compari- 
on step. Since our observations trace elements that span a variety of
ucleosynthetic pathways, from core-collapse supernovae (O, Mg), 
ype Ia supernovae (Fe), and long lived stars (C, N), we do not
equire metals to have a solar abundance pattern. All abundances are
MNRAS 508, 4359–4384 (2021) 
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Table 2. Column densities measured with the Voigt profile fit to the partial 
Lyman Limit System at z = 0.5413. 

Component 1 Component 2 Component 3 
	v c1 = 0 . 0 + 0 . 2 −0 . 2 	v c2 = 19.0 	v c3 = 89 . 7 + 3 . 1 −3 . 3 
b t,c1 = 5 . 6 + 0 . 5 −0 . 5 b t,c2 = 12 . 7 + 6 . 9 −6 . 2 b HI,c3 = 33 . 4 + 4 . 0 −4 . 2 

log T c1 = 3 . 91 + 0 . 03 
−0 . 03 log T c2 = 5 . 37 + 0 . 15 

−0 . 14 ···
H I 16 . 51 + 0 . 02 

−0 . 02 14 . 41 + 0 . 09 
−0 . 14 14 . 39 + 0 . 05 

−0 . 04 

C II 14 . 21 + 0 . 19 
−0 . 16 < 13.96 < 13.35 

C III a > 14.66 (15 . 36 + 0 . 32 
−0 . 31 ) 13 . 07 + 0 . 06 

−0 . 07 < 12.13 

N II 13 . 93 + 0 . 11 
−0 . 09 < 13.27 ···

N III 14 . 40 + 0 . 13 
−0 . 11 13 . 69 + 0 . 10 

−0 . 14 < 13.21 

N IV 13 . 96 + 0 . 24 
−0 . 22 13 . 25 + 0 . 07 

−0 . 07 < 12.86 

O II 14 . 76 + 0 . 14 
−0 . 12 < 13.57 < 13.37 

O III 14 . 88 + 0 . 29 
−0 . 23 ( > 14.36) 13 . 88 + 0 . 08 

−0 . 10 < 13.06 

O VI b 13 . 22 + 0 . 39 
−0 . 84 13 . 93 + 0 . 09 

−0 . 20 13 . 76 + 0 . 09 
−0 . 09 

Si II < 13.89 < 13.08 < 14.37 
S II 13 . 07 + 0 . 07 

−0 . 07 < 12.60 < 12.22 

S III 13 . 97 + 0 . 10 
−0 . 10 < 13.65 < 12.99 

S IV 12 . 59 + 0 . 21 
−0 . 31 < 13.00 < 12.65 

S V 12 . 35 + 0 . 18 
−0 . 26 < 12.52 < 12.55 

S VI < 12.57 < 12.73 < 12.80 
Mg I 11 . 46 + 0 . 05 

−0 . 06 < 11.09 < 11.31 

Mg II 13 . 18 + 0 . 11 
−0 . 09 < 12.09 < 11.76 

Fe II 12 . 63 + 0 . 04 
−0 . 04 < 12.11 < 12.19 

Notes. a C III is likely saturated in c1. We use the lower limit value in the 
analysis; the maximum-likelihood value is given in parenthesis. We use a 
lower limit for c2 as well, since the fit may be affected by saturation in c1. 
b O VI Doppler parameters are fit independently. We find 
b O VI,c1 = 27 . 0 + 18 . 5 

−13 . 5 , b O VI,c2 = 41 . 3 + 7 . 5 −8 . 5 , b O VI,c3 = 41 . 8 + 11 . 7 
−8 . 7 . 

c 	v, b t , and T are in units of km s −1 , km s −1 , and K, respectively. 
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4 We note that single phase non-equilibrium models such as rapidly cooling gas 
(e.g. Gnat & Sternberg 2007 ; Oppenheimer & Schaye 2013a ) and fluctuating 
radiation fields (Oppenheimer & Schaye 2013b ) also do not reproduce the 
ionization fractions observed. More sophisticated treatments that consider a 
multiple phase, non-equilibrium gas are beyond the scope of this work. 
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llowed to vary independently, with the exception of the α-elements
O, Mg, Si, and S), which we assume to have a fix ed, solar ratio. F or
revity, we refer to the corresponding list of elemental abundances
s { [X/H] } . We construct likelihood contours in across densities and
bundances with the likelihood function: 

ln L ( n H 

, { [ X / H ] } ) = 

∑ 

ions 

( N obs − N model ) 
2 /σ 2 

N (1) 

nd resulting ionic column densities are input into a Markov-Chain
onte Carlo calculation (implemented using emcee; Foreman-
ackey et al. 2013 ), along with N H I . Although the Mg I 2852 Å line

s well detected we exclude it from photoionization analysis because
he dielectric recombination rate is not well known, resulting in
ossibly inaccurate model predictions (see discussion in Churchill,
ogt & Charlton 2003 ). This uncertainty is negligible for Mg II ; since
 Mg II /N Mg I � 10 − 100 at densities of interest, a modest change to

he ionization fraction of Mg I minimally affects N Mg II . 
To elucidate the MCMC results, we display contours of constant

ikelihood in the ( n H ,[X/H]) plane for different elemental abundances
, at the central N H I value measured; since the absorbers considered

n this paper with appreciable uncertainty in N H I | are optically thin,
hanging N H I within these uncertainties corresponds largely to an
qui v alent shift in metallicity, although metal-line cooling begins to
ecome an important factor at metallicities approaching solar. 
Observations of a single element across a range of ionization

tates should in principle provide higher confidence in the fidelity
f PI modelling results, with the density of the gas simply that
hich reproduces the relative fractions of the different ions, without

equiring any assumptions about relative abundances. Fig. 4 shows
NRAS 508, 4359–4384 (2021) 
xample contours corresponding to the 68 and 95 per cent credible
ntervals in density and abundance within which photoionization

odels of a single-phase gas can produce the observed column den-
ities. Intersections between model contours for different ionization
tates indicate the physical conditions where observations can be
xplained by a single-phase solution. 

For the two absorption components shown (unrelated and at
ifferent redshifts), the best-fitting densities and abundances inferred
rom N II and N III (or O II and O III ) column densities yield N IV

O IV ) predictions o v er one order-of-magnitude below the observed
alue. In the example using N, the 95 per cent credible intervals
ll o v erlap, suggesting a single-phase solution may be plausible.
oreo v er, the deriv ed [N/H] is robust with respect to whether or

ot N IV is included. Ho we ver, the nitrogen measurements alone
annot distinguish between a scenario where there is a single phase,
nd one in which there are contributions to N III from a high-
ensity phase containing N II and a low-density phase containing
 IV . In Section 4.6, we show that considering all elements fa v ours
 multiphase solution. 

For the other absorber, where we use measurements of oxygen
ons, the only way to reconcile the various column densities is to
osit that the singly and triply ionized species are not in a single,
niform density gas cloud. The most plausible explanation is rather
hat we are observing at least two different gaseous absorbers, with
imilar kinematic profiles that are not resolved in the COS data, with
ne higher density component hosting the singly ionized gas and the
ther lower density component hosting the triply ionized gas. 4 This
cenario typifies what we refer to as ‘multiphase’ absorbers. 

While multiple phases are often necessary to explain observed
ata, these considerations introduce additional complexity that can
ake interpretation of results challenging. For example, since the

onization fraction of neutral hydrogen is much smaller in the high-
onization phase, we expect the bulk of the observed H I to correspond
o the low-ionization phase. Resultantly, splitting H I column density
etween several phases (when only a single component is evident in
he data) generally yields metallicities for the high ionization phases
hat are highly model/prior dependent and presenting abundances
imply based on posteriors can be misleading. Our goal with this
nalysis is to determine not only gas properties of the absorbers,
ut to gauge the extent to which various properties can be robustly
etermined. Knowing that these absorbers are inherently a blend
f multiple components, one can attempt to fit the data directly with
ultiple distinct components. Ho we ver, we find the blending of these

omponents, as well as blending with kinematically distinct nearby
omponents, often results in large degeneracies that make property
nferences highly uncertain. For this reason, we prefer to explore each
bsorber with a single phase model, introducing additional phases as
ecessitated by the data, rather than a priori. 
In Section 4, we describe the considerations that go into modelling

ach component, along with component-specific details on the Voigt
rofile fitting, explaining what properties are robustly determined
nd which are ambiguous due to model dependence. The results
re presented in Section 5, alongside general interpretations of the
erived densities and abundance patterns, as well as the associated
alactic environments. 
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Figure 4. Left-hand panel: Contours of 68 and 95 per cent likelihood (solid and dashed lines, respectively) for nitrogen ions detected in the log N H I , c1 / cm 

−2 = 

16 . 5 pLLS at z = 0.54 (Component 1), assuming a single-phase model. The filled black and grey contours contain 68 and 95 per cent, respectively, of the joint 
likelihood of singly and doubly ionized N. At the density that best matches the observed ratio of N II and N III , the [N/H] required to reproduced the observed 
N N IV , c1 is nearly ten times solar, well abo v e the abundance that reproduces observed N N II , c1 and N N III , c1 . This suggests that the observed absorption of all three 
ionization states of N, in this single component, do not arise from gas with a single ionization phase. The dotted black and grey contours are maximum likelihood 
contours if N IV is included. Note that [N/H] is relati vely unaf fected by the inclusion of N IV , while the density changes considerably. Right-hand panel: Similar 
contours of oxygen ions detected in the log N H I , c1 / cm 

−2 = 16 . 0 pLLSs at z = 0.47 (Component 1). In this absorber multiple phases are unambiguously required 
to reproduce the observed column density ratios of these ions; there are no densities at which the 95 per cent likelihood contours of all three ions intersect. 
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 DETA ILS  O F  P H OTO I O N I Z AT I O N  ANALYSI S  

F  I N D I V I D UA L  ABSORPTION  C O M P O N E N T S  

he Voigt profile analysis presented in Section 3.2 has identified 
ix discrete H I components for the pLLS at z = 0.47 and three
or the pLLS at z = 0.54. All but two components (c5 & c6 in
he z = 0.47 pLLS; see Table 1 ) exhibit associated metal lines
hat co v er a broad range of ionic species. Simultaneous accounting
f the full range of observed ion abundances reveals a complex 
ultiphase nature of these pLLSs, showing large variations in density 

nd elemental abundances among different components. Here we 
escribe the ionization properties of each of these components and 
he manner in which they are derived. 

.1 z = 0.47 Component 1 
(
�v c1 = 0 km s −1 )

omponent 1 of the pLLS at z = 0.47 accounts for ≈80 per cent
f the total N H I with log N H I , c1 / cm 

−2 = 16 . 0. This component also
as associated metal absorption lines from a range of ionization 
tates and, as previously shown in Fig. 4 , the column densities
f O II , O III , and O IV cannot be modelled with a single pho-
oionized gas cloud. Blending between c1, c2, and c3 complicates 
ttempts to directly fit line profiles with two different phases. 
nstead, we differentiate between the two phases in photoionization 
odelling. 
Before considering a two-phase model, we can gain intuition about 

he expected result by first considering each phase separately. In 
he following text, we refer to the low-ionization phase as c1L and
he high-ionization phase c1H. We expect the neutral hydrogen and 
ingly ionized species to largely be in the low-ionization phase. In
ig. 5 , we show the corresponding-likelihood contours if we treat

he column densities of the more highly ionized species as 3 σ upper
imits. O II and Mg II , combined with an upper limit on O III , constrain
he density of the low-ionization phase to log n H , c1 / cm 

−3 ∼ −2 . 5
nd the α abundance to [ α/H] c1 ∼ −0.75. Comparing with C II

n the second panel, it is clear that [C/ α] c1 ∼ 0. Combining the
 O III , c1 upper-limit with the measurement of O IV constrains the 

ensity of c1H to log n H , c1H / cm 

−3 < −3 . 0, assuming that c1H is
ptically thin. 
We implement a two-phase model by adapting the likelihood 

unction (equation 1) to use the net ionic column densities from
oth phases: 

 model = N model , c1H + N model , c1L , (2) 

here c1H is modelled as an optically thin gas. Since N H I , c1H is
nkno wn, we allo w it to v ary, subject to priors requiring n H, c1H <

 H, c1L , N H I , c1H < N H I , c1L , and −2 ≤ [X / H] ≤ 1 for all abundances
n { [X / H] } . 

The results for both phases are consistent with expectations 
rom the previous discussion, with n H , c1L = −2 . 28 + 0 . 14 

−0 . 07 , [ α/ H] c1L =
0 . 81 + 0 . 06 

−0 . 05 , and n H , c1H = −3 . 51 + 0 . 11 
−0 . 14 . To e v aluate any relation be-

ween c1H and c1L, we would like to compare their abundance 
atterns. Absolute abundances are not readily established for c1H, 
ince N H I , c1H is allowed to vary, but relative abundances can still
e constrained. In particular, we find that a conserv ati ve 3 σ lo wer
MNRAS 508, 4359–4384 (2021) 
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M

Figure 5. Contours of maximum likelihood for the low-ionization phase of Component 1 at z = 0.47 (c1L, the dominant H I component), using conventions 
described in Fig. 4 . The dotted lines correspond to 99.5 per cent column density limits, and boxes indicate where the most constraining ion for each curve 
changes. We have shown in Fig. 4 that O IV requires an additional phase. Since this more highly ionized phase likely contributes some column density to the 
doubly ionized species, we treat these measurements as upper limits for the low-ionization phase. These limits, combined with detections of O II , Mg II , yield 
a metallicity of about [ α/H] c1 ∼ −0.75, with allowed density ranging from −3 � log n H , c1 / cm 

−3 � −2. The low metallicity and solar carbon-to- α elemental 
abundances, [C/ α] c1 = 0, are in contrast with the other low-ionization components at z = 0.4723. 
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imit 5 on the difference in abundance between the higher and lower
onization components, [C/ α] c1L –[C/ α] c1H > 0.16, yields direct
vidence of different chemical abundance ratios between these two
hases, with c1L relatively carbon enhanced compared with c1H. 

.2 z = 0.47 Component 2 
(
�v c2 = 36 km s −1 )

omponent 2 of the absorption complex at z = 0.47, at 	v c2 =
6 km s −1 , is detected in H I , Mg II , C II , C III , and O III , with a
arginal O II detection. The more highly ionized N IV , O IV , and
 VI are all best fit without absorption from this component, which

eems to have a single, high-density phase. Absorption from this
omponent is necessary to fit the C III profiles, but is blended with
igher optical depth absorption from the pLLS to the blue and the
igh-ionization only component 3 to the red, making N C III , c2 sensitive
o model uncertainties. 

In the first two panels of Fig. 6 , we show likelihood contours
or the α-elements, and compare with the n H inferred from the
 measurements. The N C II , c2 -to- N C III , c2 ratio prefers a 10 times

arger density than the α-elements, but we note that if N C III , c2 is
nderestimated this tension is alleviated, which is likely given the
lending with stronger, possibly saturated absorbers. Regardless,
he density obtained by jointly considering all ions in the MCMC
nalysis, log n H , c2 / cm 

−3 = −2 . 38 ± 0 . 13, is consistent within 2 σ
ith that derived considering C or α elements alone. The corre-

ponding abundances are close to solar at [ α/H] c2 = −0.12 ± 0.11
nd [C/H] = 0.14 ± 0.11. 
NRAS 508, 4359–4384 (2021) 

c2 

 This limit is obtained using the 99.5 per cent upper-limit to [C/ α] c1L and is 
ot the difference of the values given in Table 3 . 

m  

(  

a  

c

Since the C II 903 doublet is well detected, we can achieve a
traightforward estimate of [C/ α] just by considering the singly
onized species, regardless of uncertainty in n H , shown in the
ightmost panel. For log n H , c2 / cm 

−3 � −3, there is a preference for
omewhat enhanced C, although solar relative abundances are not
isallo wed. The lo wer densities, where C II and Mg II are consistent
ith [C/ α] c2 = 0, are ruled out by the non-detections of more
ighly ionized species, indicated by the upper limits in the leftmost
anel. 

.3 z = 0.47 Component 3 
(
�v c3 = 56 km s −1 )

omponent 3 of the absorber at z = 0.47 is only detected in species
hat are at least doubly ionized (excepting H I ), opposite to what
s seen in c2. While O III , O IV , and O VI are all reproduced by a
ingle-phase photoionized gas at log n H , c3 / cm 

−3 = −4 . 28 ± 0 . 05
nd [O/H] c3 = −0.61 ± 0.12, N III and N IV suggest a higher density
f log n H , c3 / cm 

−3 = −3 . 75 ± 0 . 06. The sensitivity of N O VI , c3 to
he density in a photoionized gas, as shown in Fig. 7 , suggests a
wo-phase solution with the more highly ionized phase bearing the
 VI . Moreo v er, b O VI , c3 = 43.8 km s −1 indicates that the O VI has a

emperature of T > 10 6 K, and is collisionally ionized. The much
arrower b OIV, c3 = 23.5 km s −1 indicates that the observed O IV arises
redominantly in a lower ionization phase. 
The rightmost panel demonstrates that [ α/N] c3 ∼ 0 irrespective of

he density solution, because N III and O III have similar ionization
ractions across the range of plausible densities. At the same time, this
easured N CIII implies an abundance pattern with depleted carbon

[C/ α] c3 = −1.09 ± 0.09); ho we ver, the C III profile between 0
nd 60 km s −1 may be affected by saturation and blending with
ontaminating absorption at ∼100 km s −1 , as well as c2. 

art/stab2869_f5.eps
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Figure 6. Likelihood contours for component 2 at z = 0.47, using conventions described in Fig. 4 . The filled contour representing the joint solution for 
α-elements does not include the upper-limit on O IV , since adjusting the component model may allow for a formal detection rather than a limit; the O IV is 
included in the abundance calculation. α-elements and C ions are not in agreement for n H , although a probable explanation is that N C III , c2 is uncertain. The 
v ertical gre y re gion is the density obtained by jointly fitting all ions. The rightmost panel demonstrates that N C II , c2 and N Mg II , c2 yield [C/ α] c2 > 0 for all 
densities not ruled out by the non-detection of O IV ( log n H , c2 / cm 

−3 � −3). Regardless of the density, Mg II makes it clear that c2 enriched relative to c1L. 

Figure 7. Likelihood contours for component 3 at z = 0.47, using conventions described in Fig. 4 . O VI is not included in determining the contour for α-elements, 
since this requires n H that is inconsistent with N III and N IV . The O VI absorption likely comes from more highly ionized gas than the other ions shown. C may 
be underabundant relative to other elements, but N C III for this component is not robust due to de generac y with c2. The rightmost panel shows that [N/ α] ∼ 0 
regardless of n H . 
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.4 z = 0.47 Component 4 
(
�v c4 = 191 km s −1 )

he reddest component at z = 0.47 is well separated kinematically 
rom the other metal absorption lines. We observe an increasing 
ine width with ionization energy in single-component fits to this 
omponent (see Section 5.3). Moreo v er, the column densities of O II ,
II, and IV from a single component Voigt profile fit, compared with
 single-phase photoionization model, result in likelihood contours 
imilar to that of c1 shown in the right-hand panel of Fig. 4 ,
MNRAS 508, 4359–4384 (2021) 
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Figure 8. Left-hand panel: Likelihood contours for z = 0.47 c4L, the low density phase contributing to component 4, using conventions described in Fig. 4 . 
This phase has solar [ α/H], with the possibility of a carbon enhancement. Although fitting with two-phases presents model uncertainty, we can see from the 
Mg II contour that [ α/H] must be at least solar. Si III is consistent with the other α-elements and is left off the figure for clarity due to its large statistical error. 
Right-hand panel: Density solution of component c4H at z = 0.47, obtained from the ratio of N O III , c4L -to- N c4 , O IV , c4L . The shaded region is the ratio of measured 
column densities, and the solid blue curve is model predictions for an optically thin, photoionized gas at solar metallicity. The vertical dotted line shows the 
maximum-likelihood density, which is about one-tenth that of c4L. 
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equiring that the total N O III , c4 has appreciable contributions from
wo distinct phases. Since this component is not blended with the
ther components and because the phases hav e v ery different line
idths, we are able to directly measure column densities for two
ifferent phases, which we denote as Components c4L and c4H, for
ow and high ionization. 

The line centroids of c4L and c4H are derived from fitting the
g II doublet and O IV 787 Å, respectively. We find equal velocity

ffsets for both phases, with 	v c4L = + 191.2 ± 0.5 and 	v c4H =
 191.3 ± 1.3. We attribute singly ionized species to c4L and triply

onized to c4H. 
Both C III and O III are too broad to be fit by single profiles with

 c4L . We fit doubly ionized species jointly to both components using
oppler parameters drawn from the posterior distributions of singly

nd triply ionized species. This yields comparable N O III in both c4L
nd c4H, while the C III profile is dominated by c4H. For Si III and
 III the models prefer to attribute the bulk of the absorption to

4L. The comparatively high upper limits on N Si III , c4H and N N III , c4H 

eflects that there are lower likelihood alternative models that place
his absorption in c4L. 

In the left-hand panel of Fig. 8 we show that O II , O III , and Mg II
ield [ α/H] c4L ∼ 0. C II and C III are consistent with this density, but
equire a slightly enhanced [C/ α]. Modelling all of these detections
ogether, we find [C/ α] c4L = 0.33 ± 0.03 and [C/N] c4L = 0.12 ± 0.03,
t a density of log n H , c4L / cm 

−3 = −2 . 67 ± 0 . 12. 6 
NRAS 508, 4359–4384 (2021) 

 Due to the inherent model uncertainties regarding the inclusion of C III and 
 III , as well as the possibility that C III 977 Å is saturated, for completeness, 
e also consider a model without these species. This model still finds solar 
-element abundances and enhanced carbon, with [ α/H] c4L = 0 . 08 + 0 . 06 

−0 . 05 , and 
C/ α] c4L = 0.41 ± 0.03 at log n H , c4L / cm 

−3 = −2 . 46 ± 0 . 22. 
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For c4H the density and relative abundances are robustly modelled,
ut we can only obtain a limit to metallicities since N H I , c4H cannot be
easured. Assuming photoionized, optically thin gas, the N O III , c4 -to-
 O IV , c4 ratio yields a density of log n H , c4H / cm 

−3 = −3 . 85 ± 0 . 14
right-hand panel of Fig. 8 ) lower than n H, c4L by at least a factor
f ten. We find relative abundances [C/ α] c4H = −0 . 28 + 0 . 18 

−0 . 17 and
N/ α] c4H = 0 . 00 + 0 . 20 

−0 . 21 . Taking the neutral hydrogen column density
f c4L as an upper-limit to that of c4H, find a lower limit of
 α/ H] c4H > −1 . 19. 

.5 z = 0.47 Components 5 & 6 

omponents 5 and 6 are the bluest and reddest H I absorbers
een in the z = 0.47 complex, at 	v c5 = −40 km s −1 and 	v 6 =
74 km s −1 , and neither has any associated metal absorption. In
ig. 9 , we show contours of the maximum allowed abundances
lotted against density, with labels indicating the ion with the most
onstraining column density limit across different ranges of n H . 

The abundance limits generally decrease as density decreases,
nd we opt to obtain conserv ati ve metallicity upper limits, at a
aximum value of n H . Since log n H / cm 

−3 > −2 is rarely seen
utside of optically thick components with log N H I / cm 

−2 > 16 . 0
see Section 5.3 and CUBS III ) we set this to be the maximum
ensity for c5 and c6. 
At log N H I / cm 

−2 = 15 . 34 ± 0 . 09, c5 is constrained to abun-
ances of [ α/ H] c5 < −0 . 4, lower than all other components except
or c1L. Since c6 has a much lower log N H I / cm 

−2 = 14 . 18 ± 0 . 02, it
ields weaker constraints, simply requiring [ α/ H] c6 < 0 . 5. Ho we ver,
t a density of log n H / cm 

−3 ∼ −2 . 5, comparable to that seen for
ther components, [C/H] c6 is limited to a subsolar value. 

art/stab2869_f8.eps
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Figure 9. Abundance constraints for c5 and c6 of the z = 0.47 system (left-hand and right-hand panels, respectively) based on column density upper limits. 
All [X/H] below these curves are possible. The squares indicate densities where the ion providing the constraint changes, and segments are labelled by this 
constraining ion. As we will show in Fig. 14 , log n H /cm 

−3 > −2.0 (indicated with grey shading) is only seen in high N HI components. Thus, upper limits given 
in Table 3 are the largest [X/H] allowed in the range −5 ≤ log n H / cm 

−3 ≤ −2. 

Figure 10. Left-hand panel: Contours of 68 and 95 per cent likelihood, using conventions described in Fig. 4 , for α-elements of component 1 at z = 0.54 with 
log N H I , c1 / cm 

−2 = 16 . 5. The filled contour is a joint fit to all singly and doubly ionized α-elements. This demonstrates that α-element column densities are all 
in agreement at a density of log n H , c1 / cm 

−3 ≈ −2 . 8 and an abundance of [ α/H] c1 ≈ −0.1. Right-hand panel: Contours of other elements. N is in good agreement 
with α-elements, while Fe may be enhanced by up to ≈ 0.2 dex, although [ α/Fe] c1 = 0 is within 95 per cent likelihood intervals. The sharp edge of the C contour 
is a result of considering C III as a lower limit; the dotted interior contour is the 68 per cent credible interval if we instead treat it as a detection. Although the 
N IV is only marginally consistent with this solution (see Fig. 4 ), a two-phase model yields the same density and abundances for the low-ionization phase. 
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.6 z = 0.54 Component 1 ( �v c1 = 0 km s −1 ) 

his component, containing > 98 per cent of the total N H I of the pLLS
t z = 0.54 with log N H I , c1 / cm 

−2 = 16 . 5, has multiple ions detected
cross a range of ionization stages, ranging from Mg I to O VI . O IV

alls at the same wavelength as geocoronal Lyman- α emission from 

he Milky Way and is excluded from the analysis. 
F
Fig. 10 shows maximum-likelihood contours of singly and doubly 
onized species of all elements detected, assuming they arise from 

 single density phase. O, S, N, and C all have detected singly and
oubly ionized species, and are all in agreement with a density of
og n H , c1 / cm 

−3 ∼ −2 . 6. Moreo v er, the α-elements all have compa-
able metallicities at this density of [ α/ H] ∼ −0 . 15, and C, N, and
e are consistent with a solar chemical abundance pattern. 
MNRAS 508, 4359–4384 (2021) 
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While this appears to be a clear solution, N IV , S IV , S V , and O VI

bsorption indicates the presence of at least one higher ionization
hase which may contribute to the column density measurements
f doubly ionized species and affect the derived density of the
ow-ionization g as. Reg ardless, however, of the presence of a high-
onization phase, the abundances derived for the low-ionization phase
re robust. Fig. 10 shows that based on the singly ionized species
lone, the absorber is highly enriched, with [X/H] c1L � −0.3. 

To account for a higher ionization component affecting the
olution, we implement a two-phase photoionization model, with
 high-ionization phase (c1H) constrained to have a lower density
nd larger size than the low-ionization phase (c1L). We also place an
pper bound prior on the size of c1H of 200 kpc , a conserv ati ve
pper bound corresponding roughly to the size of an L ∗ galaxy
alo (Kravtsov, Vikhlinin & Meshcheryakov 2018 ). Since we do
ot know N H I , c1H , we need to marginalize o v er a range of plausible
 I column densities, such that even at a given density we cannot

stimate { [X / H] } c1H . 
We find that the best solution has n H , c1L = −2 . 56 + 0 . 10 

−0 . 08 , very close
o the density of the single-phase model previously considered, and
bundances for c1L are unchanged between the single-phase and two-
hase model, and log n H, c1H /cm 

−3 � −3. The allowed { [ X / H ] } c1H 

pans the entire range of our priors, so we cannot compare the
hemical enrichment of c1L and c1H. The two phase solution does
ot reproduce the measured N O VI , which results from a still more
ighly ionized phase (see e.g. Sameer et al. 2021 ) which we do not
ttempt to model here. 

.7 z = 0.54 Component 2 
(
�v c2 = 19 km s −1 )

omponent 2 of the absorption system at z = 0.54 is slightly
edshifted relative to the pLLS, and has less neutral gas, with
og N H I , c2 / cm 

−2 = 14 . 4. This component accounts for the excess
etal absorption seen only in species that are at least doubly ionized;
tting absorption profiles of these species with a single component
t 	v 0 (which is well determined by Mg I , Mg II , and Fe II in the
IKE spectrum) systematically underfits profiles redwards of v 
 15 km s −1 . c2 is also necessary to fit the Lyman β, γ , and δ

rofiles without o v erfitting the red wings of higher order Lyman
eries lines. Since the velocity separation between components c1
nd c2 is comparable to a resolution element in the COS spectrum,
heir profiles are highly blended. 

Due to this blending and the lack of detected low ions in the
IKE spectrum, the line centroid is not well determined. Since the
 III , O III , and C III absorption is stronger in c1, their profiles can be

easonably accommodated by broadening c1. N IV has a larger depth
or c2, and cannot be well fit without this additional feature. For this
eason, we opt to fix the line centroid of c2 at the velocity offset
btained by jointly fitting N IV and H I , 	v c2 = 19 km s −1 . We also
t O VI assuming this component structure. 
In Fig. 11 , we show the likelihood contours for different ions de-

ected in this component assuming a single, photoionized phase. The
atio of N III -to-N IV indicates a density of log n H , c2 / cm 

−3 ∼ −3 . 5,
nconsistent with the O III -to-O VI ratio, so a single phase cannot ex-
lain these ions with ionization potentials ranging from 29 eV (N III )
o 113 eV (O VI ). The most likely scenario is that the O VI comes from
 lower density (and likely collisionally ionized) phase, for which
etallicity is highly uncertain without an H I column density. 
Our MCMC model considers the N ions and O III as a single phase.
e find log n H , c2 / cm 

−3 = −3 . 37 ± 0 . 1, [N/H] c2 = 0.44 ± 0.24,
nd [ α/H] c2 = −0.03 ± 0.2. Although this suggests a nitrogen
nhancement similar to that found for some LLS components in
NRAS 508, 4359–4384 (2021) 
UBS III , the solution is sensitive to the N IV column density such
hat attributing a fraction of it to a lower density phase would result in
oughly solar α/N at a density closer to log n H , c2 / cm 

−3 ∼ −4. The
omparati vely lo w N C III , c2 could indicate depletion of C by a factor
f 10, but since the line profile is blended with the saturated C III from
1, the measured column density for c2 is likely underestimated, and
e treat it as a lower limit for modelling purposes. 
Including the doubly ionized species in a fit to determine the line

entroid yields a centroid of 	v c2 , alt = 6 km s −1 , and larger column
ensities for the detected species in c2, in order to fit the redward
ings of the profiles that are now farther from the line centroid. This

uggests that the main result obtained from this component, that
he α abundance is nearly solar, is robust regardless of the inherent
mbiguity in the exact component structure. Note that the minimum
llowed abundances required to explain N III and O III are [N/H] c2 

−0.25 and [O/H] c2 ≈ −0.5, respectively, showing that c2 cannot
ave a substantially lower abundance than c1. 

.8 z = 0.54 Component 3 
(
�v c3 = 90 km s −1 )

his component has approximately the same N H I as c2, but the only
ssociated metal absorption is O VI , implying a markedly lower den-
ity and/or metallicity. The measured Doppler parameters are con-
istent within 68 per cent credible intervals, b H I , c3 = 33 . 4 + 4 . 0 

−4 . 2 km s −1 

nd b H I , c3 = 41 . 8 + 11 . 7 
−8 . 7 km s −1 , and we attribute the O VI and H I

bsorption to the same phase. 
The likelihood contours in Fig. 12 demonstrate that combining
 O VI and the upper limit to N O III requires an abundance that is
uch lower than the other two components, [ α/ H] c3 � −0 . 75 and
 density of log n H, c3 /cm 

−3 � −4.3. The upper limits to N N IV and
 C III are even more constraining, such that this component must have

on-solar abundance ratios, [C/ α] c3 < 0 and [N/ α] c3 < 0, unless the
ensity is at log n H, c3 /cm 

−3 � −4.6. We also note that even if the
 VI and H I are not associated, which allows the H I to come from
as with higher density, the non-detections of other ions still imply
 lower abundance than c1L and c2. 

Predicted cloud sizes for c3 range from 30 to 150 kpc, with the
argest size corresponding to the lowest density we consider in these

odels, at n H = 10 −5 cm 

−3 , which is consistent with volume-filling
GM gas. 

 DI SCUSSI ON  

ombining HST COS FUV spectra and Magellan MIKE optical
chelle spectra has enabled a comprehensive ionization analysis
f diffuse circumgalactic gas based on resolved kinematics and
bundance ratios of atomic species that span five different ionization
tages. Our analysis of two z ≈ 0.5 pLLSs shows that kinematically
ligned multiphase gas can masquerade as a single-phase structure
nd can only be resolved by simultaneous accounting of the full range
f observed ionic species. A summary of the inferred gas density and
lemental abundances is presented in Table 3 . 

Both pLLSs in this study exhibit some degree of variations in rel-
tive elemental abundances and densities ranging from log n H /cm 

−3 

 −4.3 to log n H /cm 

−3 ∼ −2.3 among different components. The
bsorption components in the z = 0.47 pLLS exhibit a spread in [ α/H]
f > 0.8 dex as well as variation in [C/H] and [N/H], requiring that
he y hav e disparate physical origins. Conv ersely, the two strongest
omponents modelled in the z = 0.54 pLLS have consistent [ α/H],
uggesting they may share a common origin, with only component
 (which is detected only in H I and O VI ) appearing to have a lower
egree of chemical enrichment. 
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Figure 11. Likelihood contours for z = 0.54, c2, using conventions described in Fig. 4 . N III and N IV , on the left, yield a slightly supersolar [N/H], at a density 
of log n H , c2 / cm 

−3 ∼ −3 . 5. Ho we ver, O VI requires the gas to have a density of log n H , c2 / cm 

−3 < −4 to be consistent with O III , shown in the centre panel, 
suggesting that the O VI arises from a more highly ionized phase, as is typically expected. The dash-dotted cyan line is a lower limit to [C/H], from N C III , c2 , which is 
particularly sensitive to model uncertainties because of potential saturation from c1. It does none the less show that, unless N C III , c2 is underestimated by an order- 
of-magnitude, [C/ α] c2 is substantially subsolar, via comparison with the O III contour. N N III , c2 is also model dependent due to blending and potential saturation 
ho we ver, based on the measured N N III , c2 and N C III , c2 , [N/ α] c2 is at least solar, and is fa v oured to be slightly enhanced, as shown by the comparison of N III and O III . 

Figure 12. Contours of maximum likelihood for the low-ionization phase of 
Component 3 at z = 0.54, using conventions described in Fig. 4 . Only O VI 

and H I are detected for this component. We indicate upper limits from other 
α-elements as well as C and N. Including the limits, we can identify limits 
on log n H , c3 / cm 

−3 � −4 . 3 and [ α/ H] c3 � −0 . 75. [C/H] c3 and [N/H] c3 are 
limited to even lower abundances at the constraining density. 
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In this section, we first discuss the advantages and limitations of
ifferent approaches adopted for the ionization analysis, followed 
y comparisons of kinematic profiles of different ionic transitions 
roviding empirical evidence for the presence of multiphase gas 
n these pLLSs. Finally, we discuss the chemical and kinematic 
roperties of the gas in relation to their galaxy environments. 

.1 Evaluation of photoionization analysis based on integrated 

N H I and N ion 

ue to limitations in wavelength coverage and/or data quality, 
hemical abundance analyses of the diffuse CGM/IGM often only 
xamine low-ionization gas associated with the bulk of the H I , and
et column densities measured across an entire absorption complex 
re commonly used in lieu of considering components separately. 
lthough this approach a v oids model dependent measurements 

esulting from unclear component structure in medium-resolution 
pectra, it is unable to obtain key information about the relationship
etween components. Here we briefly consider how the interpretation 
f the two pLLSs presented in this w ork w ould dif fer follo wing such
n analysis. 

The inferred elemental abundances for the two strongest com- 
onents of the comparatively simpler pLLS at z = 0.54 would be
inimally affected, since column densities for all species except 
 VI are all significantly larger in c1 than c2. Ho we ver, the main
ifference between the two components, their very different densities 
 n H , c1 ∼ 6 n H , c2 ), would be o v erlooked, as well as the possible nitro-
en enhancement in c2. Such an analysis would also fail to recognize
he difference in enrichment in c3, which shows significantly lower 
 α/H] than c1 and c2. 

The higher complexity pLLS at z = 0.47 has an ambiguity even
n a simpler approach: should the clearly distinct absorption at 
 200 km s −1 (c4) be included in summed column densities? If we

ombine the column densities for components 1, 2, and 3, only
onsidering species with ionization energy E i < 40 eV, we find a
ean gas density of log n H / cm 

−3 ∼ −2 . 7 and a mean α-elemental
MNRAS 508, 4359–4384 (2021) 
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Table 3. Summary of density and chemical abundance inferences for individual components a . 

log n H /cm 

−3 [ α/H] [C/H] [N/H] [Fe/H] [C/ α] [N/ α] 

z = 0.47 c1L −2 . 28 + 0 . 14 
−0 . 07 −0 . 81 + 0 . 06 

−0 . 05 −0.66 ± 0.10 < −0.58 < −0.06 0.14 ± 0.10 < 0.28 

z = 0.47 c1H −3 . 51 + 0 . 11 
−0 . 14 > −0.94 < 0.6 < 0.5 ··· < −0.33 ···

z = 0.47 c2 −2.38 ± 0.13 −0.12 ± 0.11 0.14 ± 0.11 < 0.31 ··· 0 . 27 + 0 . 11 
−0 . 13 < 0.50 

z = 0.47 c3 −3.77 ± 0.05 −0 . 07 + 0 . 12 
−0 . 13 −1.15 ± 0.24 −0 . 01 + 0 . 12 

−0 . 11 ··· −1 . 07 + 0 . 23 
−0 . 22 0.06 ± 0.07 

z = 0.47 c4L −2.67 ± 0.11 0.08 ± 0.05 0.41 ± 0.14 0 . 30 + 0 . 10 
−0 . 15 ··· 0.33 ± 0.14 0 . 23 + 0 . 10 

−0 . 16 

z = 0.47 c4H −3 . 85 + 0 . 15 
−0 . 13 > −1.19 > −1.42 > −1.40 ··· −0 . 28 + 0 . 18 

−0 . 17 0 . 00 + 0 . 20 
−0 . 21 

z = 0.47 c5 c ··· < −0.43 < −0.14 < 0.51 ··· ··· ···
z = 0.47 c6 c ··· < 0.48 < 0.41 ··· ··· ··· ···
z = 0.54 c1L −2 . 56 + 0 . 10 

−0 . 08 −0.12 ± 0.06 −0 . 26 + 0 . 20 
−0 . 24 −0 . 17 + 0 . 09 

−0 . 10 0.09 ± 0.11 −0 . 15 + 0 . 20 
−0 . 23 −0 . 05 + 0 . 10 

−0 . 11 
z = 0.54 c1H < −2.97 ··· ··· ··· ··· ··· ···
z = 0.54 c2 −3 . 37 + 0 . 13 

−0 . 14 −0 . 03 + 0 . 19 
−0 . 21 > −1.2 0.44 ± 0.24 ··· > −1.04 0 . 50 + 0 . 19 

−0 . 21 
z = 0.54 c3 < −4.33 < −0.77 < −1.22 < −1.22 ··· ··· ···
Notes. a Errors represent 68 per cent credible intervals. 
c For components without detected metals, abundance limits are obtained assuming −5 ≤ n H ≤ −2. 
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bundance of [ α/H] ∼−0.6 with similar [C/H] and [N/H]. The derived
roperties of the combined pLLS components are then comparable
o our results for c1L, the dominant N H I component, but we have
o remaining indication that it is accompanied by absorption from
olar metallicity gas. Component based analysis in this case helps us
eco v er a much richer view of the CGM capturing the larger range
f physical processes which sculpt galaxy evolution. 
Lastly, we comment that critical information is encoded not just

y the o v erall metallicity, but also in the elemental abundance ratios
etween components, which inform the likely origin of the gas as
iscussed in Section 5.4 (see also CUBS III and Zahedy et al. 2019 ).

.2 The benefits and limitations of resolved multicomponent 
nd multiphase ionization modelling 

omplex multicomponent, multiphase modelling such as that pre-
ented herein has been shown to successfully reproduce observed
olumn densities and/or absorption profiles. But even with this
ore sophisticated approach, the limited number of distinct ele-
ents and available ionization states can still require simplifying

ssumptions such as a solar relative abundance pattern (Sameer
t al. 2021 ), or identical elemental abundances for gas in different
hases (Haislmaier et al. 2020 ). Furthermore, there are often multiple
iable models that can satisfactorily explain the data (Haislmaier
t al. 2020 ). The approach presented in this paper makes neither of
hese assumptions. This section highlights which results from the
hotoionization analysis are most robust, and which results are more
odel or prior dependent. For further details, see Section 4. 
As demonstrated by Figs 5 , 6 , 8 , and 10 in Section 4, the ionization

ractions of singly ionized species and H I tend to scale with
ensity such that for −3 � log n H /cm 

−3 � −1, inferred abundances
re relatively static. Wotta et al. ( 2016 ) showed that ionization
orrections needed to obtain [Mg/H] from N Mg II / N H I vary by up to
.5 dex across the range of densities typically seen for absorbers with
6 . 5 < log N H I / cm 

−2 < 18 . 0 (see also Lehner et al. 2019 ; Wotta
t al. 2019 ). 

Our analysis shows that with N Mg II precisely measured from
he high resolution optical spectra and all available singly ionized
pecies, including O 

+ , Si + , and S 

+ , robust constraints for [ α/H]
an be obtained for components c1L, c2, and c4L at z = 0.47, and
1L at z = 0.54 to within 0.1 dex uncertainties. For these same
bsorbers, ho we ver, the column densities of more highly ionized
NRAS 508, 4359–4384 (2021) 
pecies are required to correctly infer the density, based on the
atio of, e.g. N O III / N O II , rendering densities more dependent on the
anner in which the multiphase gas is modelled. Relative elemental

bundances are also often robustly measured despite uncertainty in
 H . F or e xample, Fig. 7 shows that, for optically thin low density
as, the ratio of O III -to-N III can be used to determine whether N is
nriched or depleted relative to α-elements. Fig. 6 likewise shows
hat for gas with −4 � log n H /cm 

−3 � −2, C II and Mg II can be used
o gauge [C/ α]. 

While the o v erall de gree of enrichment for high-ionization com-
onents which are kinematically aligned with lower ionization
omponents (c1H and c4H in the z = 0.47 system and c1H in the z =
.54 system) is uncertain due to their unconstrained N H I , their relative
bundances can offer important clues about their origin and relation
o each other. Notably, for c1H in the z = 0.47, even without an N H I 

easurement, we can constrain [C/ α] using the density solution and
easured N O IV and N C III . Critically, the [C/ α] derived for the high

nd low-ionization phases of this component are discrepant, a point
e will return to in Section 5.4. 
Conversely, we consider [C/H] of high-ionization components c3

t z = 0.47 and c2 at z = 0.54, to be uncertain due to model de-
endence, and present their seemingly substantially subsolar carbon
bundances, with both around [C/ α] ∼ −1.1, as lower limits. This is
argely due to the fact the C III is a single observed transition, which is
asily saturated in these components at moderately high density and
etallicity. This uncertainty is compounded by the COS line spread

unction which introduces additional error because narrow saturated
rofiles can often appear unsaturated with profiles that do not reach
ear zero transmitted flux. 

Another uncertainty inherent to analysis of medium-resolution
ata relates to the uncertain component structure for blended ab-
orbers, as outlined in Section 3. The component structure for
bsorbers with Mg II detected in the high-resolution MIKE spectrum
ave far more robust Voigt profile models, with precise line centroids
nd, in some cases, Doppler parameters tied to the MIKE data. 

Ho we ver, not all absorbers have strong enough associated Mg II
bsorption to be detected. c3 at z = 0.47 and c2 at z = 0.54 only have
ore highly ionized species, with profiles that are heavily blended
ith other nearby components in the COS spectrum. Comparatively

mall shifts in the velocity centroid of these components introduce
arge changes in the fits to doubly ionized species in both these
omponents and those nearby. If c3 at z = 0.47 is fixed at several



The Cosmic Ultraviolet Baryon Survey (CUBS) IV 4375 

k
t  

c
u
s  

a  

c  

c
c  

a  

h
 

t
h  

r  

w

C  

a
j  

v
i  

m  

U  

t
w
l

5

T
t
p  

t  

i
c  

i
v
fi
i
h  

c
m  

I
l  

w  

2
t

 

d  

a
s
H
p
w
a  

d

s
n  

a  

a
f
i  

s
b  

r
s

 

p  

c  

m  

r  

l  

(  

m
 

t  

t
T
w  

i  

c
a  

N  

a
t
h
i  

t

t  

L  

C
p
d
l  

N  

m
i  

g  

(  

c  

k
t  

e  

r  

R
p
w  

s
 

f
w  

i  

i  

g  

l  

l
a
b  

l  

2

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/508/3/4359/6381715 by IN
IST-C

N
R

S IN
EE IN

SB user on 14 April 2023
m s −1 bluewards of its nominal velocity, the best-fitting profile to 
he o v erall absorption comple x e xchanges some optical depth with
2, resulting in changes to N C III for both components larger than 
ncertainties at the nominal velocity. On the other hand, a redward 
hift leads to best-fitting profiles in which C III is saturated. For c2
t z = 0.54, a blueward shift results in a similar exchange with
1. Co v erage of the full Lyman series somewhat alleviates this, but
entroids of the comparatively weaker H I in more highly ionized 
omponents are not al w ays well determined; c3 at z = 0.47 only has
n appreciable contribution to the H I profile up to about Ly η, and is
eavily blended with both c1 and c2. 
Data with spectral co v erage of the C IV λλ 1548,1550 doublet have

he potential to enable confident density and [C/ α] measurements in 
igh-ionization gas. The doublet ratio can be used to ascertain satu-
ation, and line profiles are less likely than C III to be contaminated
ith absorption from nearby lower ionization components. 
There is also uncertainty inherent in the choice of the UVB. 

righton et al. ( 2015 ) developed a technique, since adopted and
dapted in some other analyses, to fit modifications to the UVB 

ointly with absorber models. Ho we ver, in a multiphase model with
ariable abundance ratios, introducing these additional parameters 
ncreases the risk of o v erfitting the relativ ely small number of

easured column densities. As noted in Zahedy et al. ( 2019 ), the
VB of Haardt & Madau ( 2012 ), which is considerably harder

han that used here, systematically predicts higher metallicities 
ith the largest difference of 0.7 dex seen for components with 

og N H I / cm 

−2 � 15 (see also CUBS III §3.2). 

.3 The multiphase nature of the CGM 

he two pLLSs presented herein provide compelling evidence that 
he CGM is multiphase with relatively little analysis. The left-hand 
anel of Fig. 13 shows the absorption profiles of oxygen ions in
he z = 0.47 absorption complex. Most clearly seen in c4, which
s not blended with other identified components, these data show 

lear visual evidence of increasing line width as a function of their
onization potential, even for single components with a common 
elocity centroid. To quantify this with minimal assumptions, we 
t the data with Doppler parameters which are allowed to vary 

ndependently for each of the different ionization states. The right- 
and panel shows the result, with components 1, 2, and 4 exhibiting
learly increasing widths with ionization state, retaining approxi- 
ately the same centroids (see also Haislmaier et al. 2020 and CUBS

II ). This trend is also seen quantitatively by comparing measured 
ine widths of ions spanning a range of ionization potentials E i ,
ith a tendency for species that have E i > 20 eV having b >
0 km s −1 and those with lower ionization potentials being closer 
o b ∼ 10 km s −1 . 

If this were simply a comparison between line widths typical for
ifferent ionization states, a ready explanation would be that the ions
re tracing distinct regions of the CGM, with more highly ionized 
pecies residing in regions of higher temperature or gas turbulence. 
o we ver, the shared kinematic structure suggests a more complicated 
icture, where absorption by gas at different densities occurs within 
hat seems to be a single, discrete absorption feature. Absorption by 
 single gas phase, without any aligned higher or lower density gas
oes also exist, such as the low ionization c2 at z = 0.47. 
Photoionization modelling of components with detected ions 

panning a range of ionization states further clarifies the multiphase 
ature. As discussed in Section 4 and shown in Fig. 4 , modelling
bsorbers detected in such a wide range of ionization states using
 single-density photoionization model often results in ionization 
ractions inconsistent with observations. Components only detected 
n ions with E i < 40 eV (i.e. up to and including triply ionized
tates of commonly observed species) can often be well modelled 
y a single phase gas, but such solutions are not necessarily
obust without incorporating constraints for more highly ionized 
pecies. 

In c1 at z = 0.47 (the dominant H I component), we see that the two
hase solution necessitated by the inclusion of O IV divides the O III

olumn density between the two phases. Compared to a single phase
odel without O IV , the c1L O III ionization fraction is lower, and the

esulting density is log, n H, c1 /cm 

−3 = −2.28, twice the density of
og n H , c1 , alt / cm 

−3 ∼ −2 . 6 obtained by only considering O II and O III

Fig. 4 ). This also means that the size inferred by the single-phase
odel is too large by a factor of two. 
Ho we ver, c2 of the same absorption system demonstrates this

o not be a universal feature, as it does not exhibit absorption from
riply ionized species, despite c1 and c2 having comparable densities. 
he lower density c3 shows a markedly different ionization pattern, 
ith no absorption seen from ions with E i < 20 eV (i.e. singly

onized). None the less, the absorption signature of c3 seems to be
omprised of multiple phases, since N O III , c3 , N O IV , c3 , and N O VI , c3 

re inconsistent with a single phase, and the O VI profile is wider.
oting that c1 also has O VI , it seems that c1 is a three-phase

bsorption component, while c3 may be very similar, except with 
he highest density phase missing or physically smaller. This result 
ighlights that the multiphase nature of the CGM, often discussed 
n the context of varying density between components, is also clear
hrough separate analysis of individual components. 

CUBS III conduct a component-by-component analysis, similar 
o that presented in this work, of four newly identified Lyman
imit systems in the CUBS data set, with log N H I / cm 

−2 � 17 . 2.
ombining the CUBS III analysis with the results presented herein 
rovides a compelling view of multiphase gas in the interme- 
iate redshift CGM. CUBS III also identify one component, at 
og N H I , c / cm 

−2 = 16 . 02, which requires a two-phase solution, with
 O III and N N III comparable between the two phases, similar to the
ultiphase absorber identified in this paper. Overall, as is shown 

n Fig. 14 , the CUBS data show that single sightlines pass through
as with a wide range of densities from −4 � log ( n H /cm 

−3 ) � 0
see also Zahedy et al. 2019 ), with the highest densities typically
orresponding to those with the largest N H I , c . This could reflect the
nown inverse correlation between impact parameter and total N H I 

hat has previously been established (Chen et al. 1998 , 2001 ; Rudie
t al. 2012 ; Werk et al. 2014 ; Prochaska et al. 2017 ), but also a wide
ange of physical processes as discussed in Sections 5.4 and 5.5.
egardless, ho we ver, of their physical origin, these measurements 
rovide robust guidance to simulations of the range of densities 
hich must be resolved in order to accurately capture the phase

tructure and physical properties of the CGM. 
In both CUBS III and this work, O VI is often kinematically offset

rom all other ions, and even two-phase models of components 
here O VI is aligned cannot reproduce N O VI . Given the difference

n line-widths observed in O VI , we fa v our a scenario in which O VI

s produced by still more highly ionized and hotter or more turbulent
as. Ho we ver, for O VI absorbers with similar line widths like the
ower ionization phases (such as that discussed in CUBS III §5.1),
ocal hard ionizing sources may play an important role. Alternatively, 
dditional high-energy photons in excess of the assumed UVB may 
e present within the true background, as the shape of the UVB is
ess observationally constrained at high energies (see e.g. Werk et al.
016 ). 
MNRAS 508, 4359–4384 (2021) 
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Figure 13. Left-hand panel: Absorption profiles of oxygen ions in the partial Lyman limit system at z = 0.47, o v erlaid with a Voigt profile fit with the minimum 

number of components that can fit the data. Focusing on component 4, fit in red, one can see by eye that the width of the oxygen ions rises with increasing 
ionization potential. Right-hand panel: Doppler parameters as a function of ionization potential. Points are placed at the energy required to form this ion from 

a lower state, with dotted lines extending to the energy required to ionize the indicated ion. There is an o v erall trend of increasing line widths with ionization 
energy. Note only the Mg II absorption profiles (blue, orange, and red) are from the MIKE spectrum with resolution of 8 km s −1 . The labels at the top indicate 
the ions of the data points; some are slightly offset for clarity. 
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.4 CGM abundances and densities 

he range of derived elemental abundances, summarized in Fig. 15
nd Table 3 , makes clear the complexity of the intermediate redshift
GM. Inferred elemental abundance patterns and o v erall de gree of
nrichment vary between different components within the same halo,
nd e ven v ary within the dif ferent phases of single kinematically
ligned components. 

Fig. 15 shows that [ α/H] is well-measured with narrow posteriors
ompared to other elements. This is due to the numerous ions
ontributing to the photoionization analysis. In Section 4, we demon-
trated that measurements of the various α-element in individual
bsorbers are in good agreement, with o v erlapping 68 per cent
ikelihood contours. 

Fig. 16 compares the abundances and densities of each component
n the two absorption systems. Considering [ α/H] shown in the
eft-hand panels, the two absorption comple x es tell v ery different
tories. The dominant H I component (c1L) at z = 0.47 has ∼10 ×
ower [ α/H] than its accompanying nearly solar satellite components,
hereas the dominant H I component (c1L) at z = 0.54 has approx-

mately solar [ α/H], as does its lower density satellite component
NRAS 508, 4359–4384 (2021) 
2. The z = 0.47 pLLS also shows a spread of relative abundances,
ith c1L and its two high-density (c2 and c4L) satellites having

lightly supersolar [C/ α] (bottom panel), whereas the low-density c3
ay have highly depleted C, but this result is fairly uncertain due to
odel dependencies, as discussed in Section 4.3. Interestingly, the

igh-ionization phases of component 1 and 4, c1H and c4H, also
ave low [C/ α], with [C/ α] c1H < −0.33 and [C/ α] c4H = −0 . 28 + 0 . 18 

−0 . 17 

nconsistent with [C/ α] c1L = 0.14 ± 0.10 and [C/ α] c4L = 0.33 ± 0.14.
Across a wide range of elements, the 95 per cent credible intervals

f [ α/H], [C/H], and [N/H] for c2 and c4L of the z = 0.47 all
 v erlap, suggesting the y likely have a common origin distinct from
hat of other components. As we discuss in Section 4.3, the carbon
bundance of component c3 is particularly model dependent due to
lending and possible saturation of C III . If we exclude the anomalous
C/ α] c3 , c3 would have consistent abundances with those of c2 and
4L suggesting it may be more highly ionized gas with the same
rigin. c1H and c4H appear to have lower [C/ α] and are both highly
onized, suggesting that these absorption components may arise from
as with a shared history. c1L with its low [ α/H] and roughly solar
C/ α] appears unique among the components in the system, with

art/stab2869_f13.eps
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Figure 14. Individual component densities and column densities are com- 
pared for LLSs from CUBS III and pLLSs from this work. The top panel shows 
the range of component densities detected along single sightlines and is plot- 
ted against the total N H I of the LLS/pLLS. The dominant N H I component of 
each absorber is highlighted by a grey box. The bottom panel shows the strong 
degree of correlation between the N H I column densities of individual com- 
ponents and their derived densities. The hatched markers indicate the high- 
ionization phase of components with multiphase models, and are placed at 
N H I of the low-ionization phase. The analysis of these CUBS sightlines shows 
the wide range of CGM gas densities found even within single galaxy haloes. 
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7 We note that the galaxy surv e y is less complete at separations larger than 
1 arcmin, about 375 kpc at z = 0.57. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/508/3/4359/6381715 by IN
IST-C

N
R

S IN
EE IN

SB user on 14 April 2023
nly the relatively poorly constrained c5 and c6 having consistent 
imits. Collectively, this suggests at least three distinct origins of gas 
re present within the single halo at z = 0.47. 

The two strongest absorbers in the z = 0.54 pLLS (c1L and
2) appear to plausibly share a chemical history when considering 
he [ α/H] and [C/H] abundances, whereas the measured [N/H] 
cross the two components are discrepant at the 2 σ level. The 
 enhancement of c2 results nearly directly from the measured 
alues of N N III , c2 and N O III , c2 , and does not depend on the density,
s demonstrated in Fig. 11 . Ho we ver, both N N III , c2 and N O III , c2 

re somewhat model-dependent due to blending with c1, making 
olumn densities sensitive to the precise component structure, which 
s uncertain. c3 of the z = 0.54 system is constrained to have much
ower [ α/H] and n H , suggesting this complex also contains gas with
iverse origins. 
In summary, the chemistry of the two z = 0.54 strong components

re very similar, suggesting they may have a common origin. In
ontrast, the low abundance of the dominant H I component (c1) at
 = 0.47 indicates it likely does not share a common origin with its
igh-metallicity satellite components or even with its kinematically 
ligned high-ionization phase. CUBS III found that abundances 
f individual absorption components associated with LLSs also 
ary widely. Taken together, the CUBS data show compelling 
vidence that the CGM is complex, with multiple physical processes 
nfluencing the gas distrib ution, ab undance pattern, and ionization 
ithin single haloes. 

.5 Galaxy environment 

ritical context for the nature and origin of these CGM absorbers
s provided by the detailed view of their nearby galaxies as well
s the full galactic environment of each absorber unco v ered by the
iered CUBS galaxy surv e y. In Fig. 17 , we show impact parameters
nd velocity offsets of identified galaxies within d < 1000 kpc and
	v g 

∣∣ < 1000 km s −1 based on secure redshift measurements. The 
elocity is relative to the centroid of the dominant H I component (c1)
or each system. At z = 0.54 there are 11 galaxies within 500 km s −1 ,
n addition to two with 750 < | 	v g | /km s −1 < 1000, both at d >
00 kpc . There is also a 300 kpc gap in impact parameter between
he last shown galaxy within 500 km s −1 and the next closest one
t 1050 kpc (not shown). 7 Hence, we consider only the galaxies
ithin 500 km s −1 in the rest of this work, as they may be a grouping
f galaxies. We apply the same selection criterion to galaxies at
 = 0.47. There are four galaxies within 617 kpc with 	v g ranging
rom −189 to 280 km s −1 , with additional two at d > 350 kpc and
v g � 500 km s −1 . There are no other galaxies within 1 Mpc and

	v g 
∣∣ < 1000 km s −1 , with the next closest having d = 1200 kpc. 

The properties of CUBS galaxies within 500 km s −1 and 1 Mpc of
he sightline are listed in Table 4 including the galaxy redshift (2),
mpact parameter to the QSO line of sight (3), velocity with respect
o the pLLS (4), r -band magnitude (5), stellar mass (6), inferred dark
atter halo virial radius (7), angular separation from the QSO (8),
A separation from the QSO (9), and declination offset from the
SO (10). Each galaxy is classified as either emission-dominated 

E), absorption-dominated (A), or a combination (E & A), based on
pectra obtained with the Magellan telescopes, as listed in column 
1. Spectra of galaxies at z = 0.47 and z = 0.54 within 500 kpc are
hown in Figs 18 and 19 . 

To estimate the stellar masses of the galaxies, we perform stellar
opulation synthesis fits to the available grizH photometry using 
agpipes (Carnall et al. 2018 ). In summary, Bagpipes uses Multi-
ext (Feroz & Skilling 2013 ) and PyMultiNest (Buchner et al. 2014 )

o find the best-fitting Bruzual & Charlot ( 2003 ) stellar population
ynthesis model and corresponding credibility intervals on the model 
arameters. We adopt exponentially declining τ models for the star 
MNRAS 508, 4359–4384 (2021) 
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Figure 15. Kernel density estimations of chemical abundance posterior distributions from MCMC photoionization analysis. Unconstrained posteriors yielding 
limits are shown by vertical dotted lines, with arrows indicating the direction of the limit. Left-hand panel: c2, c3, and c4L in the z = 0.47 show consistent 
abundances in [ α/H] and [N/H] with c2 and c4L having o v erlapping 95 per cent credible intervals of [ α/H],[C/H], and [N/H]. While the inferred [C/H] c3 is 
significantly lower, the carbon abundance of c3 is particularly model dependent due to blending and possible saturation of C III (see Section 4.3) and we treat 
it henceforth as a lower limit. In contrast to the high-metallicity of c2, c3, and c4L, c1L, the dominant H I component, has significantly lower abundances in 
all measured species, consistent only with the upper-limit to c5. The bottom panel compares the measured [C/ α] ratios. Notably, c1L and c1H have discrepant 
values, implying they do not share a common origin. Ho we ver, c4H and c1H, two more highly ionized absorbers, appear to have consistent abundance patterns. 
Right-hand panel: The two higher- N H I components in the z = 0.54 complex show consistent [ α/H] and [C/H]. [N/H] c2 is enhanced compared to c1, the dominant 
H I component; ho we ver, we note that the measured column densities of both C III and N III for c2 are somewhat model dependent due to blending with c1 and 
saturation. c3 shows much lower abundance in α, N, and C than c1L or c2. 
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ormation histories with τ between 10 Myr and 15 Gyr, a Calzetti
t al. ( 2000 ) dust law with A V between 0 and 2 mags, and stellar
etallicity between 0 and 3.5 times solar. We report the resulting

tellar mass estimates in Table 4 (column 6) assuming an initial mass
unction from Kroupa ( 2001 ). Virial mass and radius estimates are
hen obtained following the relation given in Kravtsov et al. ( 2018 ). 

The closest identified galaxy to the z = 0.47 pLLS is an M star =
0 10.3 M � star-forming galaxy with strong Balmer absorption located
t an impact parameter of only 55 kpc, and a velocity offset of 	v g =
5 km s −1 (top panel of Fig. 18 ). The H α emission is too strong for
his galaxy to be a classical post-starburst (French et al. 2018 ), but
ith strong H δ absorption ( > 5 Å) and D n (4000) > 1 there is clear

vidence of a significant intermediate age stellar population, and
urrent subdominant star-formation. Chen et al. ( 2019b ) showed that
alaxies with these H α equi v alent widths and H δ values are well-
odelled by exponentially declining star-formation histories with a

00 Myr e-folding time. A second lower mass ( M star = 10 9.0 M �)
alaxy which is star-forming is located at d = 148 kpc, and two
dditional M star < 10 10.0 M � star-forming galaxies are located still
arther from the line of sight at d = 370 and 617 kpc. The left-
and panel of Fig. 20 provides a qualitative visual representation
f the relative scale of the dark matter haloes we expect these four
alaxy to occupy using a modified version of the approach taken
NRAS 508, 4359–4384 (2021) 
n Johnson, Chen & Mulchaey ( 2013 ). Each galaxy is represented
y a Gaussian whose FWHM is equal to the R vir , and amplitudes
hat scale linearly with luminosity. These profiles are added to-
ether, such that the image appears darker where galaxies’ haloes
 v erlap. 
Given the proximity of the z = 0 . 47 M star = 10 10 . 3 M � galaxy to

he line of sight and its higher stellar mass, we expect some or
ll of the components in the pLLS complex are directly related
o this galaxy. Given that it is currently star-forming and that its
tellar absorption spectrum suggests it was likely more vigorously
orming stars within the past Gyr, previous episodes of galactic winds
e.g. Hafen et al. 2019 ) may be responsible for the three absorption
omponents with roughly solar metallicity (c2, c3, c4L; Fig. 16 ).
wo of these, c2 and c4L, also show and a high degree of chemical
aturity as measured by [C/ α], further cementing this likelihood. 
The dominant H I component at z = 0.47 (c1L), with only

5 per cent solar α abundance and elemental abundance pattern in C
nd N consistent with solar ratios, is more likely to be either accreting
as or halo gas that is a mix of accretion and previous outflow/stripped
SM. As [C/ α] of the kinetically aligned higher ionization phase of c1
s inconsistent with that of the low-ionization phase, we fa v our c1H
s originating from the interaction of ambient, likely hotter, halo gas
ith the infalling low-metallicity material which gives rise to c1L. 
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Figure 16. Densities and chemical abundances resulting from photoionization modelling. To the left is α-element abundances versus density for each component 
absorption component, with C and N abundances shown against α to the right. The absorber at z = 0.47 is on the top row, and z = 0.54 is on the bottom. 
[C/H] for z = 0.47 c3 and [N/H] for z = 0.54 c2 are plotted with open symbol to indicate that they are particularly model-dependent. [Fe/H] for the z = 0.54 
c1 is included in the bottom right-hand panel as a smaller black circle. The strongest H I component at z = 0.47 (c1L) is markedly less enriched than the other 
components with well-measured abundances, whereas the strongest component at z = 0.54 (c1L) has roughly solar [ α/H], comparable to c2,. In the latter pLLS, 
only the high ionization component c3 has significantly subsolar α/H. 

Figure 17. Impact parameter and redshift relative to strongest H I component 
of the two absorption systems. Short lines at the left and right vertical axes 
indicate the relative velocities of components in the z = 0.47 and z = 0.54 
pLLSs, respectively. The dotted orange lines are H I components that do not 
have associated metals. The dotted black lines at ±500 km s −1 bracket the 
galaxies considered in this analysis. Completeness decreases at ≈ 375 kpc, 
corresponding to a 1 arcmin separation from the QSO line of sight. 
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The low degree of enrichment of c1L is particularly interesting 
n light of its galaxy counterpart which appears to have a declining
tar-formation history. In order for the nearby galaxy to evolve into a
uiescent system, gas such as this absorber must be prevented from
orming stars. Chen et al. ( 2018 ) report that high- N H I absorbers
re commonly found at close separation from nearby massive and 
uiescent luminous red galaxies (LRGs), with Zahedy et al. ( 2019 )
nding that the gas is often, but not uniformly, highly enriched
nd shows variation within a single halo, similar to this pLLS.
aken together, this suggest that the presence and properties of 
ool gas in the CGM is not driven entirely by the current star
ormation activity of nearby galaxies, and that the intermediate- 
edshift CGM is a complex system with many physical processes 
ontributing. 

The galaxy environment at z = 0.54, where we see the simpler
bsorber with only three metal components, is considerably more 
rowded, with 11 galaxies within an impact parameter of 750 kpc.
he nearest galaxy to the sightline (226 kpc) is relati vely lo w mass
ith M star = 10 8.9 M �; ho we ver a massi ve M star = 10 11.3 M � LRG

ies at 375 kpc separation. The right-hand panel of Fig. 20 makes
lear that the LRG, even at this larger separation, is the only galaxy
t z = 0.54 with d < R vir . The solar α abundance and high degree of
hemical maturity implied by the near solar [C/ α], [N/ α], and [Fe/ α]
f c1 and c2 of the pLLS lends further support to this plausible
ssociation (but see Zahedy et al. 2017 regarding an [Fe/ α] gradient
round massive ellipticals). Interestingly, c3, which is much higher 
onization (only detected in H I and O VI ) could represent a more
iffuse volume filling phase in the outskirts of this LRG. If so,
hen the limit of [ α/ H] < −0 . 77 could imply the typical degree of
nrichment for gas in the outer halo in these systems is low. 
MNRAS 508, 4359–4384 (2021) 
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Table 4. Galactic environment within 1 Mpc and 	v g < 500km s −1 of the either pLLS. 

ID z g d 	v g m r log M star 
M � R vir θ 	α 	δ Type a 

(kpc) (km s −1 ) (mag) (kpc) (arcsec) (arcsec) (arcsec) 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 

Galaxies near z abs = 0.4723 
J011035.02 −164833.2 0.4725 55 + 45 21.7 10 . 34 + 0 . 04 

−0 . 07 210 9 .0 7 .4 5 .5 E & A 

J011033.82 −164828.4 0.4731 148 + 168 23.6 9 . 02 + 0 . 14 
−0 . 18 126 24 .3 25 .4 0 .7 E 

J011031.47 −164810.5 0.4736 370 + 280 22.3 9 . 72 + 0 . 10 
−0 . 12 158 60 .5 60 .6 − 17 .2 E 

J011029.59 −164923.0 0.4713 617 −189 23.2 8 . 57 + 0 . 13 
−0 . 12 109 101 .4 88 .8 55 .3 E 

Galaxies near z abs = 0.5413 
J011035.29 −164753.3 0.5413 226 + 2 23.4 8 . 90 + 0 . 16 

−0 . 15 121 34 .5 3 .4 − 34 .4 E 

J011036.83 −164740.6 0.5401 332 −231 23.0 9 . 93 + 0 . 10 
−0 . 13 172 50 .8 − 19 .8 − 47 .1 E 

J011038.69 −164804.7 0.5411 335 −27 23.3 9 . 21 + 0 . 12 
−0 . 16 134 51 .1 − 47 .7 − 23 .0 E 

J011037.70 −164915.6 0.5406 375 −124 20.5 11 . 31 + 0 . 01 
−0 . 01 582 57 .3 − 32 .8 47 .9 A 

J011032.08 −164754.0 0.5429 392 + 314 22.4 9 . 75 + 0 . 11 
−0 . 15 160 59 .7 51 .4 − 33 .7 E 

J011039.21 −164900.9 0.5425 411 + 245 23.9 8 . 73 + 0 . 19 
−0 . 20 115 62 .6 − 55 .5 33 .2 E 

J011039.92 −164834.2 0.5393 416 −387 22.7 10 . 29 + 0 . 06 
−0 . 12 204 63 .6 − 66 .1 6 .5 A 

J011041.05 −164749.3 0.5396 578 −328 23.3 9 . 84 + 0 . 28 
−0 . 34 247 88 .3 − 83 .1 − 38 .4 E 

J011041.42 −164752.6 0.5420 602 + 138 22.0 9 . 61 + 0 . 14 
−0 . 12 152 91 .8 − 88 .6 − 35 .1 E 

J011042.22 −164757.8 0.5398 659 −280 20.7 10 . 58 + 0 . 07 
−0 . 04 166 100 .8 − 100 .6 − 29 .9 E 

J011027.80 −164758.6 0.5413 750 + 2 21.6 9 . 72 + 0 . 14 
−0 . 11 158 114 .5 115 .7 − 29 .1 E 

Note. Galaxies are classified as emission-dominated (E), absorption-dominated (A), or both absorption and emission (A & E). 

Figure 18. Spectra of galaxies with | 	v g | < 500 km s −1 relative to the 
pLLS at z = 0.4723 and impact parameters of d < 500 kpc, obtained with the 
Magellan telescopes. The top panel is a MUSE spectrum, with Magellan data 
filling in wavelength coverage gaps at 5700–5800 Å and above 9400 Å. All 
three galaxies have emission lines indicative of star formation. The nearest 
galaxy at d = 55 kpc has emission lines showing it is forming stars; ho we ver, 
it also exhibits strong Balmer absorption lines. 
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Figure 19. Same as Fig. 18 , for the pLLS at z = 0.5413. The nearest galaxy, 
at the top, has a projected separation from the quasar of 226 kpc, larger than 
the assumed extent of its CGM. The nearby galaxy environment is still rich, 
with a mixture of star-forming and passive galaxies, including an LRG at a 
distance of 375 kpc. 
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These two systems also highlight the complexity of the relationship
etween Mg II absorption and galaxies at intermediate redshift,
articularly in a group environment. For the pLLS at z = 0.47,
he associated Mg II absorption is weaker than one would generally
xpect at d = 55 kpc from a typical L ∗ galaxy. Previous studies (e.g.
hen et al. 2010 ; Bordoloi et al. 2011 ; Nielsen et al. 2013 ; Huang
t al. 2021 ) would predict a Mg II absorber of rest-frame absorption
qui v alent width W r (2796) � 0.1 Å. This is in contrast to a relatively
eak Mg II absorption feature associated with the pLLS at z = 0.47
ith W r (2796) = 0.075 ± 0.014 Å. At the same time, the z = 0.54
LLS associated with a massive LRG at d = 375 kpc exhibits a Mg II
eature of W r (2796) = 0.192 ± 0.005 Å, stronger than the Mg II
NRAS 508, 4359–4384 (2021) 
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Figure 20. Plots of the galactic environment at the redshift of each pLLS. Marker colours correspond to velocity of fset relati ve to the pLLS. To visualize the 
extent of each galaxies CGM, we overlay a 2D Gaussian with FWHM = R vir , and height scaling with luminosity. Marker size is scaled relative to log L / L ∗ The 
dotted box indicates the region shown in Fig. 1 . At z = 0.47 the nearby star-forming galaxy is likely associated with the absorption, while at z = 0.54 only the 
LRG has d < R vir . 
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Figure 21. α-element abundances for each component of six strong N H I 

absorbers in the CUBS sample, plotted against stellar mass of their likely 
host galaxy (see CUBS I for LLS galaxy details). The LLS along the J2135 
sightline is in a rich galaxy environment, having 10 galaxies within 250 kpc 
with log M star / M � ranging from 8.9 to 11.2; we place this absorber at the 
mass of the closest galaxy. Dashed lines extend to the total stellar mass of 
all identified galaxies with 250 kpc and 500 km s −1 ; this is only appreciably 
larger than the host galaxy mass for two of the absorbers. The largest N H I 

component of each absorber is highlighted with a grey square; there is no 
trend with M star . The relationship between ISM gas-phase metallicity (mostly 
sensitiv e to [O/H]) v ersus stellar mass (commonly referred to as the mass- 
metallicity relationship) from Andrews & Martini ( 2013 ) is plotted in the 
black curve. 
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bsorption associated with the z = 0.47 pLLS at closer projected 
istance to a galaxy. 
We also note that Huang et al. ( 2016 ) find that the co v ering fraction

f Mg II with W r (2796) > 0 . 3 Å is a few per cent at d = 300–400 kpc
round LRGs, ho we ver no systematic study has been conducted of
hese weaker Mg II absorbers. Given the large separation of the pLLS
nd LRG, the results from Huang et al. ( 2016 ), and the high degree
f enrichment, we expect the richness of the galaxy environment 
urrounding this system may play an important role in the presence 
f this gas. Indeed Huang et al. ( 2021 ) have also shown that the
bserved mean W r (2796) versus d relation exhibits a larger scatter 
n more o v erdense galaxy environment, suggesting a more complex 
etal enrichment profile in galaxy groups. The observed galaxy 

nvironments for both the pLLS at z = 0.47 and the absorber at z =
.54 reinforce this dynamic picture. 
Fig. 21 presents a summary of the connection between the 

hemical abundances of diffuse circumgalactic gas traced by strong 
 H I systems in CUBS with their galactic environment. The [ α/H]
bundances of absorbers are plotted against the measured stellar 
asses of their presumed host galaxies. The total stellar mass of all

earby neighbours is indicated by the dashed horizontal lines. We 
nclude the absorbers studied in this work and in CUBS III . This
s compared to the relationship between ISM [O/H] abundances and 
tellar mass (the mass −metallicity relation) from Andrews & Martini 
 2013 ), represented by the black curve. 

While the maximum abundance of CGM absorbers appears to be 
eakly correlated with stellar mass contained in their environments, 
 v erall, we see that individual haloes exhibit a much wider range
n abundance than the range of maximum values that gives rise to
his visual correlation. Additionally, most of these systems (4/6) 
nclude at least one absorption component with a higher level 
f enrichment than would be typical of the ISM of their nearby
alaxies and all contain absorption components with [ α/H] more 
han 0.5 dex below the predicted ISM metallicity. Taken together 
ith Fig. 14 which shows the enormous dynamic range of gas 
ensities captured in these systems, we see clear evidence that the 
GM is complex, with multiple physical processes contributing to a 

ingle halo. 
This range of abundances and abundance patterns, combined with 

he galactic environments of these absorbers, can help us to disentan- 
MNRAS 508, 4359–4384 (2021) 
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le the plausible origins of multiphase gas within the intermediate
GM. One physical scenario that is predicted to result in multiphase
as is the interaction of cool or cold gas with a surrounding hotter
alo. Sembach et al. ( 2003 ) describe such a scenario in relation
o interfaces between the high-velocity clouds of the Milky Way
nd the hot halo. They suggest kinematic misalignment between
ifferent phases is due to sheering/shredding of dense gas through
am-pressure stripping. Such configurations would be expected for
ny cool dense gas moving through the hot halo, whether they
re in-falling or gas resulting from a tidal interaction. Another
cenario predicted to form multiphase gas is radiative cooling in
alactic winds. Schneider, Robertson & Thompson ( 2018 ) describe
he formation of outflowing cool gas in simulations which predict co-

oving cold ( T ∼ 10 4 K) and hot gas along with gas at intermediate
emperatures. 

The absorbers studied in this work likely represent both of these
cenarios, with the solar and nearly solar [ α/H] absorbers in both the
 = 0.47 and z = 0.54 systems resulting from some combination
f outflows and galaxy interactions. The multiphase gas that is
inematically aligned with the 15 per cent solar component at z =
.47 (c1H and c1L) likely results from the interaction of diffuse halo
as with lower-metallicity infalling gas. The fact that both of the
tudied gaseous haloes remain chemically inhomogeneous strongly
mplies that either mixing is inefficient within the CGM or that the
hysical processes giving rise to this absorption are still ongoing at
ntermediate redshift. 

 SUMMARY  

n this paper, we presented a detailed analysis of two pLLSs with
 H I ≈ (1 − 3) × 10 16 cm 

−2 disco v ered at z = 0.47 and z = 0.54
n the CUBS. Using Bayesian Voigt profile fitting, we measure the
bsorption detected in HST /COS FUV spectra and optical echelle
pectra from Magellan/MIKE. These data provide unambiguous
vidence of kinematically aligned multiphase gas that masquerades
s a single-phase structure and can only be resolved by simultaneous
ccounting of the full range of observed ionic species. These include
ve ionization stages of oxygen as well as states of many other
lements (Mg, N, C, Si, S, Fe). The full co v erage pro vides a rigorous
est of photoionization models. We combine these absorption data
ith a detailed view of the small and large-scale galactic environment

nabled by the tiered CUBS galaxy surv e y. The galaxy surv e y,
mploying VLT/MUSE, Magellan/LDSS3-C, and Magellan/IMACS
pectroscopy, is sensitive at z = 0.5 to L < 0.01 L ∗ galaxies within

250 kpc of the sightline, L < 0.1 L ∗ galaxies within 370 kpc,
nd L ∗ galaxies out to ∼4 Mpc. Our findings are summarized as
ollows: 

(i) The pLLS at z = 0.47 reveals gas with complex kinematics
nd phase structure 55 kpc from a star-forming galaxy of M star ≈
 × 10 10 M �, which exhibits strong Balmer absorption and is best
haracterized by a declining star-formation history (Section 5.5,
igs 1 , 17 , 20 ). The pLLS is resolved into four separate metal-bearing
omponents in addition to two detected only in H I (Fig. 2 ). While the
ominant H I component has [ α/ H] c1L = −0 . 81 + 0 . 06 

−0 . 05 and comparably
ow [C/H] and [N/H], three metal-bearing satellite components
xhibit a high degree of chemical enrichment ([ α/H] > −0.12) and,
here well-measured, solar or supersolar C and N (Sections 4.1–4.5,
.4, and Fig. 16 ). 
Intriguingly, the high-ionization species kinematically aligned
ith the dominant H I component does not have the same abundance
attern (Sections 4.1 and 5.4 and Figs 15 and 16 ), implying that
NRAS 508, 4359–4384 (2021) 
inematically aligned high- and low-ionization phases do not al w ays
hare a common origin. 
We fa v our a scenario where the high-metallicity satellite absorbers

riginate in outflows from the galaxy at 55 kpc, while the dominant
 I component with 15 per cent solar metallicity results from infalling
ense streams interacting with the diffuse halo gas. The presence of
 significant reservoir of cool gas challenges our expectations of
he gaseous environments of galaxies with declining star-formation
istories. 
(ii) The pLLS at z = 0.54 reveals a simpler gaseous environment in

 galaxy group anchored by a distant LRG of M star ≈ 2 × 10 11 M �
t 375 kpc and 10 additional lower mass galaxies within 750 kpc
nd 500 km s −1 of the absorber (Section 5.5, Figs 1 , 17 , 20 ). The
LLS is resolved into two principle components separated by only
0 km s −1 (Fig. 3 ). While the components differ in density by
early an order of magnitude, both have a high degree of chemical
nrichment with [ α/ H] > −0 . 15. The dominant H I component has
early solar abundance of C and N, and supersolar Fe. A third
omponent at 	v c3 = 90 km s −1 , detected only in H I and O VI ,
as a much lower metallicity with [ α/H] < −0.77 (Sections 4.6,
.7, and 5.4 and Fig. 16 ). We interpret the two solar-metallicity
omponents and high-ionization lower metallicity gas as originating
n either the outer CGM of the LRG, or the poorly mixed intragroup
edium. 
(iii) The CGM of individual galaxies and galaxy groups is inhomo-

eneous in both density and abundance pattern (Section 5.4, Figs 14 ,
5 , 16 ), and does not adhere to the ISM mass–metallicity relation
Fig. 21 ). Even kinematically aligned components which exhibit
ultiple phases of gas do not al w ays share a common abundance

attern. The multiphase nature is clearly demonstrated by the
ncreasing line width with ionization potential of the observed ions
Fig. 13 , Section 5.3). This result provides both an opportunity and a
ignificant burden in that the complexity of the CGM is measurable,
ut only through careful detailed analysis that models each sub-
omponent of the absorption separately and considers contribu-
ions from multiple gaseous phases to the intermediate ionization
tages. 
The high degree of chemical inhomogeneity within the CGM

equires either inefficient mixing within the CGM or that the physical
rocesses responsible for sculpting the CGM are still ongoing at z =
.5. 
(iv) Abundance determinations for absorbers detected in singly

onized phases such as O II and Mg II are generally robust because
he ionization fractions of hydrogen and these ions respond similarly
o variations in density (Section 4, Figs 5 , 6 , 8 , 10 ). Density
eterminations for these same absorbers may be subject to larger
ncertainties, especially for those absorbers whose doubly ionized
hase is found to be contributed to by both lower and higher
onization gas. Further uncertainties in density and metallicity arise
rom uncertainty in the UVB (Section 5.2, CUBS III ). 

(v) The multiphase absorption phenomenon is emergent in diverse
alaxy environments and varies on small spatial scales, providing a
ritical test of CGM simulations. Realistic numerical models of the
GM must reproduce the inhomogeneous nature of metal enrichment
nd density shown in Figs 14 and 16 . 

The data presented herein are a small subset of the full CUBS
ata set. Future papers will explore the properties and kinematics of
as surrounding galaxies with diverse environments, star formation
istories, and stellar masses. Collectively, these analyses will char-
cterize the CGM of galaxies during the precipitous decline in the
osmic star formation rate density at z < 1. 



The Cosmic Ultraviolet Baryon Survey (CUBS) IV 4383 

A

W
i  

G
a
a
o
I
S
t
H
N
1
1
g
A
t  

f

a
o
C
H
T
A
N  

A
b
C
A

D

T
t

R

A
A  

B  

B  

 

B
B
B
B
B
C  

C
C  

C  

C
C
C

C
C  

C  

C
C
C
C  

C
C  

C  

D
D
F
F  

F
F  

F
F  

F  

F
F  

 

F
F  

G  

G
G
H
H
H
H  

H
H  

H  

J
J
J  

K  

K
K  

K  

K
L
L  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/508/3/4359/6381715 by IN
IST-C

N
R

S IN
EE IN

SB user on 14 April 2023
C K N OW L E D G E M E N T S  

e thank the anonymous referee for a constructive report which 
mpro v ed the content and clarity of the manuscript. TJC and
CR acknowledge support from HST -GO-15163.015A. HWC, EB, 

nd MCC acknowledge partial support from HST -GO-15163.001A 

nd NSF AST-1715692 grants. FSZ is grateful for the support 
f a Carnegie Fellowship from the Observatories of the Carnegie 
nstitution for Science. SC gratefully acknowledges support from 

wiss National Science Foundation grant PP00P2 190092 and from 

he European Research Council (ERC) under the European Union’s 
orizon 2020 research and innovation programme grant agreement 
o 864361. KLC acknowledges partial support from NSF AST- 
615296. CAFG was supported by NSF through grants AST- 
715216 and CAREER award AST-1652522; by NASA through 
rant 17-ATP17-0067; by STScI through grant HST -AR-16124.001- 
; and by the Research Corporation for Science Advancement 

hrough a Cottrell Scholar Award and a Scialog Aw ard. SL w as
unded by project FONDECYT 1191232. 

This work is based on observations made with ESO Telescopes 
t the Paranal Observatory under programme ID 0104.A-0147(A), 
bservations made with the 6.5m Magellan Telescopes located at Las 
ampanas Observatory, and spectroscopic data gathered under the 
ST -GO-15163.01A program using the NASA/ESA Hubble Space 

elescope operated by the Space Telescope Science Institute and the 
ssociation of Universities for Research in Astronomy, Inc., under 
 ASA contract N AS 5-26555. This research has made use of NASA’s
strophysics Data System and the NASA/IPAC Extragalactic Data 
ase (NED) which is operated by the Jet Propulsion Laboratory, 
alifornia Institute of Technology, under contract with the National 
eronautics and Space Administration. 

ATA  AVA ILA BILITY  

he data underlying this article will be shared on reasonable request 
o the corresponding author. 

EFER ENCES  

ndrews B. H., Martini P., 2013, ApJ , 765, 140 
ngl ́es-Alc ́azar D., Faucher-Gigu ̀ere C.-A., Kere ̌s D., Hopkins P. F., Quataert

E., Murray N., 2017, MNRAS , 470, 4698 
acon R. et al., 2010, in McLean I. S., Ramsay S. K., Takami H., eds, Proc.

SPIE Conf. Ser. Vol. 7735, Ground-based and Airborne Instrumentation 
for Astronomy III. SPIE, Bellingham, p. 773508 

ernstein R., Shectman S. A., Gunnels S. M., Mochnacki S., Athey A. E.,
2003, in Iye M., Moorwood A. F. M., eds, Proc. SPIE Conf. Ser. Vol. 4841,
Instrument Design and Performance for Optical/Infrared Ground-based 
Telescopes. SPIE, Bellingham, p. 1694 

oettcher E. et al., 2021, ApJ , 913, 18 (CUBS II) 
olton A. S. et al., 2012, AJ , 144, 144 
ordoloi R. et al., 2011, ApJ , 743, 10 
ruzual G., Charlot S., 2003, MNRAS , 344, 1000 
uchner J. et al., 2014, A&A , 564, A125 
alzetti D., Armus L., Bohlin R. C., Kinney A. L., Koornneef J., Storchi-

Bergmann T., 2000, ApJ , 533, 682 
antalupo S. et al., 2019, MNRAS , 483, 5188 
arnall A. C., McLure R. J., Dunlop J. S., Dav ́e R., 2018, MNRAS , 480,

4379 
hen H.-W., 2017, in Knapen J. H., Lee J. C., de Paz A. Gil, eds, Outskirts

of Distant Galaxies in Absorption. Springer, Berlin, p. 291 
hen H.-W., Mulchaey J. S., 2009, ApJ , 701, 1219 
hen H.-W., Lanzetta K. M., Webb J. K., Barcons X., 1998, ApJ , 498, 77 
hen H.-W., Lanzetta K. M., Webb J. K., Barcons X., 2001, ApJ , 559, 654 
hen H.-W., Kennicutt Robert C. J., Rauch M., 2005, ApJ , 620, 703 
hen H.-W., Helsby J. E., Gauthier J.-R., Shectman S. A., Thompson I. B.,

Tinker J. L., 2010, ApJ , 714, 1521 
hen H.-W., Zahedy F. S., Johnson S. D., Pierce R. M., Huang Y.-H., Weiner

B. J., Gauthier J.-R., 2018, MNRAS , 479, 2547 
hen H.-W. et al., 2019a, MNRAS , 484, 431 
hen Y.-M. et al., 2019b, MNRAS , 489, 5709 
hen H.-W. et al., 2020, MNRAS , 497, 498 (CUBS I) 
hristensen L., Møller P., Fynbo J. P. U., Zafar T., 2014, MNRAS , 445,

225 
hurchill C. W., Vogt S. S., Charlton J. C., 2003, AJ , 125, 98 
ooper T. J., Simcoe R. A., Cooksey K. L., O’Meara J. M., Torrey P., 2015,

ApJ , 812, 58 
righton N. H. M., Hennawi J. F., Simcoe R. A., Cooksey K. L., Murphy M.

T., Fumagalli M., Prochaska J. X., Shanks T., 2015, MNRAS , 446, 18 
’Odorico V., Petitjean P., 2001, A&A , 370, 729 
ressler A. et al., 2011, PASP , 123, 288 
aucher-Gigu ̀ere C.-A., 2020, MNRAS , 493, 1614 
aucher-Gigu ̀ere C.-A., Hopkins P. F., Kere ̌s D., Muratov A. L., Quataert E.,

Murray N., 2015, MNRAS , 449, 987 
erland G. J. et al., 2013, Rev. Mex. Astron. Astrofis., 49, 137 
eroz F., Skilling J., 2013, in von Toussaint U., ed., AIP Conf. Proc. Vol. 1553,

Bayesian Inference and Maximum Entropy Methods in Science and 
Engineering: 32nd International Workshop on Bayesian Inference and 
Maximum Entropy Methods in Science and Engineering. Am. Inst. Phys., 
New York, p. 106 

ielding D. B. et al., 2020, ApJ , 903, 32 
ord A. B., Dav ́e R., Oppenheimer B. D., Katz N., Kollmeier J. A., Thompson

R., Weinberg D. H., 2014, MNRAS , 444, 1260 
 oreman-Macke y D., Hogg D. W., Lang D., Goodman J., 2013, PASP , 125,

306 
ox A., Dav ́e R., 2017, Gas Accretion on to Galaxies. Springer, Berlin 
ox A., James B., Roman-Duval J., Rafelski M., Sonnentrucker P., 2018,

The Spectral Resolution of the COS FUV channel at Lifetime Position
4, Instrument Science Report COS 2018-7. Space Telescope Science 
Institute 

rench K. D., Yang Y., Zabludoff A. I., Tremonti C. A., 2018, ApJ , 862, 2 
umagalli M., Prochaska J. X., Kasen D., Dekel A., Ceverino D., Primack J.

R., 2011, MNRAS , 418, 1796 
lidden A., Cooper T. J., Cooksey K. L., Simcoe R. A., O’Meara J. M., 2016,

ApJ , 833, 270 
nat O., Sternberg A., 2007, ApJS , 168, 213 
reen J. C. et al., 2012, ApJ , 744, 60 
aardt F., Madau P., 2012, ApJ , 746, 125 
afen Z. et al., 2017, MNRAS , 469, 2292 
afen Z. et al., 2019, MNRAS , 488, 1248 
aislmaier K. J., Tripp T. M., Katz N., Prochaska J. X., Burchett J. N.,

O’Meara J. M., Werk J. K., 2020, MNRAS , 502, 4993 
amanowicz A. et al., 2020, MNRAS , 492, 2347 
uang Y.-H., Chen H.-W., Johnson S. D., Weiner B. J., 2016, MNRAS , 455,

1713 
uang Y.-H., Chen H.-W., Shectman S. A., Johnson S. D., Zahedy F. S.,

Helsby J. E., Gauthier J.-R., Thompson I. B., 2021, MNRAS , 502, 4743 
ohnson S. D., Chen H.-W., Mulchaey J. S., 2013, MNRAS , 434, 1765 
ohnson S. D., Chen H.-W., Mulchaey J. S., 2015, MNRAS , 449, 3263 
ohnson S. D., Chen H.-W., Mulchaey J. S., Schaye J., Straka L. A., 2017,

ApJ , 850, L10 
acprzak G. G., Pointon S. K., Nielsen N. M., Churchill C. W., Muzahid S.,

Charlton J. C., 2019, ApJ , 886, 91 
elson D. D., 2003, PASP , 115, 688 
elson D. D., Illingworth G. D., van Dokkum P. G., Franx M., 2000, ApJ ,

531, 159 
ravtsov A. V., Vikhlinin A. A., Meshcheryakov A. V., 2018, Astron. Lett. ,

44, 8 
roupa P., 2001, MNRAS , 322, 231 
ehner N. et al., 2013, ApJ , 770, 138 
ehner N., Wotta C. B., Howk J. C., O’Meara J. M., Oppenheimer B. D.,

Cooksey K. L., 2019, ApJ , 887, 5 
MNRAS 508, 4359–4384 (2021) 

http://dx.doi.org/10.1088/0004-637X/765/2/140
http://dx.doi.org/10.1093/mnras/stx1517
http://dx.doi.org/10.3847/1538-4357/abf0a0
http://dx.doi.org/10.1088/0004-6256/144/5/144
http://dx.doi.org/10.1088/0004-637X/743/1/10
http://dx.doi.org/10.1046/j.1365-8711.2003.06897.x
http://dx.doi.org/10.1051/0004-6361/201322971
http://dx.doi.org/10.1086/308692
http://dx.doi.org/10.1093/mnras/sty3481
http://dx.doi.org/10.1093/mnras/sty2169
http://dx.doi.org/10.1088/0004-637X/701/2/1219
http://dx.doi.org/10.1086/305554
http://dx.doi.org/10.1086/322414
http://dx.doi.org/10.1086/427088
http://dx.doi.org/10.1088/0004-637X/714/2/1521
http://dx.doi.org/10.1093/mnras/sty1541
http://dx.doi.org/10.1093/mnras/sty3513
http://dx.doi.org/10.1093/mnras/stz2494
http://dx.doi.org/10.1093/mnras/staa1773
http://dx.doi.org/10.1093/mnras/stu1726
http://dx.doi.org/10.1086/345513
http://dx.doi.org/10.1088/0004-637X/812/1/58
http://dx.doi.org/10.1093/mnras/stu2088
http://dx.doi.org/10.1051/0004-6361:20010302
http://dx.doi.org/10.1086/658908
http://dx.doi.org/10.1093/mnras/staa302
http://dx.doi.org/10.1093/mnras/stv336
http://dx.doi.org/10.3847/1538-4357/abbc6d
http://dx.doi.org/10.1093/mnras/stu1418
http://dx.doi.org/10.1086/670067
http://dx.doi.org/10.3847/1538-4357/aacb2d
http://dx.doi.org/10.1111/j.1365-2966.2011.19599.x
http://dx.doi.org/10.3847/1538-4357/833/2/270
http://dx.doi.org/10.1086/509786
http://dx.doi.org/10.1088/0004-637X/744/1/60
http://dx.doi.org/10.1088/0004-637X/746/2/125
http://dx.doi.org/10.1093/mnras/stx952
http://dx.doi.org/10.1093/mnras/stz1773
http://dx.doi.org/10.1093/mnras/staa3544
http://dx.doi.org/10.1093/mnras/stz3590
http://dx.doi.org/10.1093/mnras/stv2327
http://dx.doi.org/10.1093/mnras/stab360
http://dx.doi.org/10.1093/mnras/stt1137
http://dx.doi.org/10.1093/mnras/stv553
http://dx.doi.org/10.3847/2041-8213/aa9370
http://dx.doi.org/10.3847/1538-4357/ab4c3c
http://dx.doi.org/
http://dx.doi.org/10.1086/308445
http://dx.doi.org/10.1134/S1063773717120015
http://dx.doi.org/10.1046/j.1365-8711.2001.04022.x
http://dx.doi.org/10.1088/0004-637X/770/2/138
http://dx.doi.org/10.3847/1538-4357/ab41fd


4384 T. J. Cooper et al. 

M

M  

M  

M
M  

M
N
N  

N  

O
O
O  

P
P
P
P
P  

P
P
P  

P
P
R
R
R  

S

S
S
S  

S  

T
T
v
V  

W  

W  

 

 

W  

W
W
W  

W  

Z
Z  

Z  

T

cCourt M., Sharma P., Quataert E., Parrish I. J., 2012, MNRAS , 419,
3319 

ina M., Shen S., Keller B. W., Mayer L., Madau P., Wadsley J., 2020,
preprint ( arXiv:2009.06646 ) 

uratov A. L. et al., 2017, MNRAS , 468, 4170 
uzahid S., Kacprzak G. G., Churchill C. W., Charlton J. C., Nielsen N. M.,

Mathes N. L., Trujillo-Gomez S., 2015, ApJ , 811, 132 
uzzin A. et al., 2013, ApJ , 777, 18 
arayanan A. et al., 2021, MNRAS , 505, 738 
ateghi H., Kacprzak G. G., Nielsen N. M., Muzahid S., Churchill C. W.,

Pointon S. K., Charlton J. C., 2021, MNRAS , 500, 3987 
ielsen N. M., Churchill C. W., Kacprzak G. G., Murphy M. T., 2013, ApJ ,

776, 114 
ppenheimer B. D., Schaye J., 2013a, MNRAS , 434, 1043 
ppenheimer B. D., Schaye J., 2013b, MNRAS , 434, 1063 
ppenheimer B. D., Schaye J., Crain R. A., Werk J. K., Richings A. J., 2018,

MNRAS , 481, 835 
eeples M. S. et al., 2019, ApJ , 873, 129 
ei Y. C., Fall S. M., 1995, ApJ , 454, 69 
 ́eroux C. et al., 2016, MNRAS , 457, 903 
 ́eroux C. et al., 2019, MNRAS , 485, 1595 
 ́eroux C., Nelson D., van de Voort F., Pillepich A., Marinacci F., Vogelsberger

M., Hernquist L., 2020, MNRAS , 499, 2462 
ersson S. E. et al., 2013, PASP , 125, 654 
lanck Collaboration XIII, 2016, A&A , 594, A13 
ointon S. K., Kacprzak G. G., Nielsen N. M., Muzahid S., Murphy M. T.,

Churchill C. W., Charlton J. C., 2019, ApJ , 883, 78 
rochaska J. X. et al., 2017, ApJ , 837, 169 
rochaska J. X. et al., 2019, ApJS , 243, 24 
auch M., Haehnelt M. G., Steinmetz M., 1997, ApJ , 481, 601 
udie G. C. et al., 2012, ApJ , 750, 67 
udie G. C., Steidel C. C., Pettini M., Trainor R. F., Strom A. L., Hummels

C. B., Reddy N. A., Shapley A. E., 2019, ApJ , 885, 61 
ameer et al., 2021, MNRAS , 501, 2112 
NRAS 508, 4359–4384 (2021) 
chneider E. E., Robertson B. E., Thompson T. A., 2018, ApJ , 862, 56 
embach K. R. et al., 2003, ApJS , 146, 165 
imcoe R. A., Sargent W. L. W., Rauch M., Becker G., 2006, ApJ , 637,

648 
tern J., Fielding D., Faucher-Gigu ̀ere C.-A., Quataert E., 2019, MNRAS ,

488, 2549 
umlinson J. et al., 2013, ApJ , 777, 59 
umlinson J., Peeples M. S., Werk J. K., 2017, ARA&A , 55, 389 
an de Voort F., Schaye J., 2012, MNRAS , 423, 2991 
oit G. M., Meece G., Li Y., O’Shea B. W., Bryan G. L., Donahue M., 2017,

ApJ , 845, 80 
akker B. P., Hernandez A. K., French D. M., Kim T.-S., Oppenheimer B.

D., Savage B. D., 2015, ApJ , 814, 40 
eilbacher P. M., Streicher O., Urrutia T., P ́econtal-Rousset A., Jarno A.,

Bacon R., 2014, in Manset N., Forshay P., eds, ASP Conf. Ser. Vol. 485,
Astronomical Data Analysis Software and Systems XXIII. Astron. Soc.
Pac., San Francisco, p. 451 

endt M., Bouch ́e N. F., Zabl J., Schroetter I., Muzahid S., 2021, MNRAS ,
502, 3733 

erk J. K. et al., 2014, ApJ , 792, 8 
erk J. K. et al., 2016, ApJ , 833, 54 
otta C. B., Lehner N., Howk J. C., O’Meara J. M., Prochaska J. X., 2016,

ApJ , 831, 95 
otta C. B., Lehner N., Howk J. C., O’Meara J. M., Oppenheimer B. D.,

Cooksey K. L., 2019, ApJ , 872, 81 
ahedy F. S. et al., 2021, MNRAS , 506, 577 (CUBS III) 
ahedy F. S., Chen H.-W., Gauthier J.-R., Rauch M., 2017, MNRAS , 466,

1071 
ahedy F. S., Chen H.-W., Johnson S. D., Pierce R. M., Rauch M., Huang

Y.-H., Weiner B. J., Gauthier J.-R., 2019, MNRAS , 484, 2257 

his paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 
D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/508/3/43
59/6381715 by IN
IST-C

N
R

S IN
EE IN

SB user on 14 April 2023

http://dx.doi.org/10.1111/j.1365-2966.2011.19972.x
http://arxiv.org/abs/2009.06646
http://dx.doi.org/10.1093/mnras/stx667
http://dx.doi.org/10.1088/0004-637X/811/2/132
http://dx.doi.org/10.1088/0004-637X/777/1/18
http://dx.doi.org/10.1093/mnras/stab1315
http://dx.doi.org/10.1093/mnras/staa3534
http://dx.doi.org/10.1088/0004-637X/776/2/114
http://dx.doi.org/10.1093/mnras/stt1043
http://dx.doi.org/10.1093/mnras/stt1150
http://dx.doi.org/10.1093/mnras/sty2281
http://dx.doi.org/10.3847/1538-4357/ab0654
http://dx.doi.org/10.1086/176466
http://dx.doi.org/10.1093/mnras/stw016
http://dx.doi.org/10.1093/mnras/stz202
http://dx.doi.org/10.1093/mnras/staa2888
http://dx.doi.org/10.1086/671164
http://dx.doi.org/
http://dx.doi.org/10.3847/1538-4357/ab3b0e
http://dx.doi.org/10.3847/1538-4357/aa6007
http://dx.doi.org/10.3847/1538-4365/ab2b9a
http://dx.doi.org/10.1086/304085
http://dx.doi.org/10.1088/0004-637X/750/1/67
http://dx.doi.org/10.3847/1538-4357/ab4255
http://dx.doi.org/10.1093/mnras/staa3754
http://dx.doi.org/10.3847/1538-4357/aacce1
http://dx.doi.org/10.1086/346231
http://dx.doi.org/10.1086/498441
http://dx.doi.org/10.1093/mnras/stz1859
http://dx.doi.org/10.1088/0004-637X/777/1/59
http://dx.doi.org/10.1146/annurev-astro-091916-055240
http://dx.doi.org/10.1111/j.1365-2966.2012.20949.x
http://dx.doi.org/10.3847/1538-4357/aa7d04
http://dx.doi.org/10.1088/0004-637X/814/1/40
http://dx.doi.org/10.1093/mnras/stab049
http://dx.doi.org/10.1088/0004-637X/792/1/8
http://dx.doi.org/10.3847/1538-4357/833/1/54
http://dx.doi.org/10.3847/0004-637X/831/1/95
http://dx.doi.org/10.3847/1538-4357/aafb74
http://dx.doi.org/10.1093/mnras/stab1661
http://dx.doi.org/10.1093/mnras/stw3124
http://dx.doi.org/10.1093/mnras/sty3482

	1 INTRODUCTION
	2 DATA
	3 METHODOLOGY
	4 DETAILS OF PHOTOIONIZATION ANALYSIS OF INDIVIDUAL ABSORPTION COMPONENTS
	5 DISCUSSION
	6 SUMMARY
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY
	REFERENCES

