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Abstract 23 

Continental rifts form by extension, and their subsequent evolution depends on the tectonic and 24 

climatic boundary conditions. Here, we investigate how faulting, topography, and the evolution of the 25 

sediment flux during rifting are affected by these boundary conditions. In particular, we want to 26 

elucidate whether it is possible to correlate tectonic activity, topography, and sediment flux on long 27 

timescales (40 Myr). We use a thermo-mechanical model coupled with a landscape evolution model 28 

and present a series of 14 models, testing the sensitivity of the models to crustal strength, extension 29 

rate, and fluvial erodibility. The degree of strain localization drives the structural evolution of the 30 

modelled rifts: slow extension, high crustal strength, and efficient surface processes promote a high 31 

degree of strain localization, resulting in less active faults with larger offset on them. Overall, the 32 

magnitude of sediment production correlates with the degree of strain localization. In case of 33 

unchanged erosional power, systems with slower extension produce more sediment owing to a 34 

stronger positive feedback between erosion and fault offset. We observe a characteristic sequence of 35 

events, reflecting the geomorpho-tectonic stages of the rifts: the highest rock uplift rates are observed 36 

before the maximum elevation, and the highest sediment flux postdates the peak in elevation. Our 37 

results indicate that for natural systems, the evolution of the sediment flux is a good proxy for the 38 

evolution of topography, and that a gap of 2 �± 5 Myr between the peaks in main tectonic activity and 39 

sediment flux can exist.  40 

Plain Language Summary 41 

Continental rifting is the response of the uppermost part of the Earth to extensional, tectonic forces. 42 

The resulting landscape consists of subsided, sediment-filled basins and uplifted, high-elevation rift 43 

shoulders. Resolving what contributes to rifting on long-timescales (i.e., tens of millions of years) 44 

from natural examples is challenging, since inverting the sedimentary record to resolve correlations 45 

between tectonic activity, topography and the sediment production relies on several assumptions. We 46 

use computer models to simulate continental rifting, and subject the models to different boundary 47 

conditions. This allows us to have a holistic view of the rifting process under variable conditions over 48 

a 40-Million -year period, and we assess how the topography, tectonic deformation and sediment 49 
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production evolve over time. We see that the degree of localization of deformation is decisive for the 50 

evolution of the rifts, and that localization correlates with sediment production. Furthermore, the 51 

temporal evolution of the sediment production reflects the tectonic and topographic evolution. Moving 52 

from models to natural examples, our findings indicate that the evolution of the sediment production is 53 

a good proxy for topography. However, a gap of 2 �± 5 Million years could exist between the main 54 

tectonic activity and the highest sediment production. 55 

 56 

1 Introduction  57 

�7�K�H���(�D�U�W�K�¶�V���V�X�U�I�D�F�H���L�V���V�K�D�S�H�G���E�R�W�K���E�\���W�H�F�W�R�Q�L�F���D�Q�G���V�X�U�I�D�F�H���S�U�R�F�H�V�V�H�V����Identifying possible couplings 58 

and feedbacks between tectonic and surface processes has been a focus of research during the past 59 

decades (e.g., Champagnac et al., 2012; Molnar & England, 1990; Whipple, 2009; Whittaker, 2012). A 60 

plethora of studies focused on mountain belts and showed that orographic precipitation can focus 61 

deformation and exhumation (Beaumont et al., 1992; Willett, 1999), that spatial and temporal 62 

variations in uplift and exhumation can be controlled by erosion (e.g., Enkelmann et al., 2009; Grujic 63 

et al., 2006), that variations in erosion reflect variations in tectonically-controlled rock uplift (e.g., 64 

Adams et al., 2015; Michel et al., 2018; Wang et al., 2014), and how sensitive the orogen-deformation 65 

is to erosion and deposition ���(�U�G���V���H�W���D�O�������������������:�R�O�I���H�W���D�O����������������. In extensional settings, a high 66 

lithospheric strength increases rift asymmetry and rift shoulder elevation (e.g., Beucher & Huismans, 67 

2020; Corti et al., 2018; Theunissen & Huismans, 2019). Studies documented that a feedback between 68 

footwall erosion and hanging wall deposition leads prolongs fault activity and offset (Maniatis et al., 69 

2009; Olive et al., 2014), which enhances the formation of large offset asymmetric normal faults 70 

(Beucher & Huismans, 2020; Theunissen & Huismans, 2019), and that enhanced sediment supply to 71 

the rift basin owing to an antecedent river network can localize fault displacement (Hemelsdaël et al., 72 

2017). All t hese studies demonstrate, how sensitive the evolution of orogens and rifts is to both 73 

tectonic and climatic boundary conditions. 74 
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 75 

Figure 1: Cartoon illustrating the effects of tectonic and surface processes on the development of rifts. 76 

Tectonically-driven extension leads to uplift and subsidence of the landscape, resulting in rift shoulder uplift and 77 

basin subsidence. Depending on the crustal strength (left or right part of the cartoon), the resulting rift 78 

geometries can be different. Surface processes such as fluvial erosion or hillslope processes lower the elevated 79 

landscape and generate sediment. The efficiency of the surface processes affects the topography and the 80 

deposition of sediments in the basins (erosion increases from the front towards the back of the cartoon). The 81 

numbers indicate specific questions that are addressed in this work, and that are related to the effects of the 82 

tectonic (extension rate, crustal strength) and climatic boundary conditions (efficiency of surface processes). 83 

Modified from Whittaker et al. (2010). 84 

 85 

At continental rifts, tectonically driven faulting leads to uplift and subsidence of the landscape, 86 

forming rifts with high-elevation shoulders and bounding basins (Fig. 1). Climatically influenced 87 

surface processes erode the landscape, create relief and produce sediments that infill the tectonically 88 

generated depressions creating the stratigraphic record of a basin (Fig. 1). Variations in the associated 89 

sediment flux can be related both to tectonic and climatic causes (e.g., Forzoni et al., 2014; McNeill et 90 

al., 2019; Rohais & Rouby, 2020; Sømme et al., 2019) and in turn, the preserved stratigraphic record is 91 

often used to unravel the effects of tectonic or surface processes, for instance by inferring the history 92 

of rock uplift, the evolution of topography and the drainage network, and climatic variations (e.g., 93 
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Armitage et al., 2011; Castelltort & Van Den Driessche, 2003; Geurts et al., 2020; Guillocheau et al., 94 

2012; Rohais & Rouby, 2020; Sømme et al., 2019; Stevens Goddard et al., 2020; Whittaker et al., 95 

2010). Correlations between catchment area, runoff, relief, and sediment flux observed in present-day 96 

river systems (Syvitski & Milliman, 2007) are commonly used to invert the evolution of the sediment 97 

flux (as preserved in the stratigraphic record) for instance for the evolution of past relief and 98 

catchment area (e.g., Rohais & Rouby, 2020; Sømme et al., 2019). One of the inherent assumptions for 99 

this approach is that temporal variations in the sediment flux are coeval and correlated with changes in 100 

relief or catchment area also on long timescales a (e.g., as induced by tectonically-controlled changes 101 

in rock uplift). However, obtaining independent constraints on past topographic evolution and linking 102 

this to sediment flux is challenging. 103 

The simple correlation between tectonic activity, topography, and sediment flux on geologic 104 

timescales implicit in the BQART method is, furthermore, hampered by the transient response of 105 

landscapes to changes in tectonic and/or climatic conditions, and by possible feedbacks between 106 

tectonic and surface processes (e.g., Allen, 2008; Allen & Heller, 2011; Li et al., 2018; Whittaker et 107 

al., 2010). Here, we aim to circumvent these limitations and obtain coeval constraints on topography, 108 

tectonic activity, and sediment production using coupled forward modelling. We analyse the evolution 109 

of continental rifts from the syn-rift to the post-rift  using a high-resolution 2D thermo-mechanical 110 

model coupled with a landscape evolution model, and subject the rifts to different tectonic and surface 111 

process boundary conditions. The landscape evolution model includes the temporally and spatially 112 

transient uplift field of faults and simulates the erosional response of the evolving landscape. In turn, 113 

the tectonic model includes the effects of erosion and deposition on the evolution of lithosphere 114 

deformation and fault formation. Hence, the model allows investigating the response of tectonics (i.e., 115 

evolution of the structure of a rift, number of faults, fault offset) to the redistribution of mass by 116 

erosion and sedimentation, and at the same time allows measuring the amount of sediment generated 117 

over time. We address the following questions (Fig. 1): (1) What is the influence of different boundary 118 

conditions, specifically crustal strength, erosional power, and extension rate on the structural and 119 

topographic evolution of rifts? (2) How do the boundary conditions affect sediment production? (3) 120 
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How are the evolution of sediment flux, topography, and tectonic activity  correlated on long 121 

timescales? 122 

The response of sediment production to variations in tectonic and climatic boundary 123 

conditions has been the subject of previous work using surface process models (e.g., Armitage et al., 124 

2011; Densmore et al., 2007; Forzoni et al., 2014; Li et al., 2018; Yuan et al., 2019). These models 125 

used either simple 1D geometries or were restricted to a limited-spatial extent (i.e., focusing on a 126 

single catchment), considered only short timescales (< 15 Myr), or simplified the tectonics using 127 

uniform uplift fields. Inherent to all of these studies is that they are not able to include the effect of 128 

erosion and deposition on fault offset owing to their lacking mechanical part. On the other hand, 129 

previous work using coupled models in rift settings often used simple tectonic boundary conditions 130 

and focused for instance solely on the role of the crustal rheology using fixed extension rates (e.g., 131 

�$�Q�G�U�p�V�(�0�D�U�W�t�Q�H�]���H�W���D�O�������������������%�H�X�F�K�H�U���	���+�X�L�V�P�D�Q�V�����������������2�O�L�Y�H���H�W���D�O�������������������7�K�H�X�Q�L�V�V�H�Q���	���+�X�L�V�P�D�Q�V����132 

2019). These studies demonstrated that rheology affects the coupling between crust and mantle 133 

(Beucher & Huismans, 2020; Huismans & Beaumont, 2002, 2003; Theunissen & Huismans, 2019) 134 

and showed a feedback between erosion, hanging wall deposition, and fault offset ���$�Q�G�U�p�V�(�0�D�U�W�t�Q�H�]���H�W��135 

al., 2019; Olive et al., 2014; Theunissen & Huismans, 2019). Other work using purely thermo-136 

mechanical models also highlighted the effect of extension rate on the width, asymmetry, and 137 

distribution of deformation of rifts and rifted margins (Huismans & Beaumont, 2002, 2003; Naliboff et 138 

al., 2017; Svartman Dias et al., 2015; Tetreault & Buiter, 2018). We build upon these conclusions and 139 

as tectonic boundary conditions, we test the sensitivity of the models to both variable crustal 140 

rheologies and different extension rates. In order to test the sensitivity of the models to surface 141 

processes, we vary the erodibility between the models.  142 

We present a series of 14 numerical experiments, where we systematically vary the tectonic 143 

and surface process efficiency parameters. We focus on elucidating changes in the sediment 144 

production both during the syn-rift and post-rift phase and on what the underlying mechanisms are. 145 

We analyse (1) the structural and topographic evolution of the rifts and (2) how this impacts the 146 

evolution of the sediment flux. For selected models, we provide detailed analyses of fault activity, 147 
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fault offset, and topography. Furthermore, we relate the temporal evolution of the sediment flux with 148 

the temporal evolution of elevation and rock uplift, identifying four phases that reflect the geomorpho-149 

tectonic evolution of the rift. We also discuss, where they can be observed in natural examples. We 150 

finally assess, how our model results corroborate the approach to invert the sediment record for the 151 

topographic evolution of rifts. 152 

2 Modelling Methods 153 

2.1 The T-model: a coupled thermo-mechanical-surface-process model  154 

We use a lithosphere-scale thermo-mechanical-surface-process model to investigate continental rifting 155 

(Wolf et al. 2021; see Fig. 2a). The model consists of the 2D thermo-mechanical code Fantom 156 

(Thieulot, 2011), coupled to the 2D landscape evolution code FastScape (Braun & Willett, 2013; Yuan 157 

et al., 2019). FastScape and Fantom are tightly coupled in a T-manner (Beaumont et al., 1992; Wolf et 158 

al., 2021), so that uplift and subsidence arising from the thermo-mechanical model provide a 159 

cylindrical uplift signal to FastScape and average erosion and deposition feed back to the thermo-160 

mechanical computation. The coupled model captures the temporally and spatially transient evolution 161 

of continental rifts subject to the interaction between surface processes and tectonics. In the following, 162 

we describe the setup and boundary conditions of the tectonic and surface process model and explain 163 

the strategy behind our modelling approach.  164 

2.2 Setup and boundary conditions for Fantom 165 

Fantom is a thermo-mechanically coupled, arbitrary Lagrangian-Eulerian, finite-element code that 166 

solves for plane-strain, incompressible, visco-plastic creeping flows and heat transfer in the model 167 

domain. Viscous deformation is approximated by nonlinear power law creep and material properties 168 

are based on flow laws of wet quartz (Gleason & Tullis, 1995), dry Maryland diabase (Mackwell et al., 169 

1998) and wet olivine (Karato & Wu, 1993). Frictional-plastic deformation is modelled using a 170 

pressure-dependent Drucker-Prager yield criterion, considering the effect of plastic strain-weakening 171 

on the materials (Huismans & Beaumont, 2003). A full explanation of the inherent equations and a 172 

table of all material constants is given in the electronic supplement (section S1 and Table S1). 173 
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 174 

Figure 2: Model setup (a) Overview, model dimensions, and resolutions of the T-model, where a 2D landscape 175 

evolution model (FastScape) is coupled with a 2D thermo-mechanical model (Fantom). (b) Model setup and 176 

geometry for Fantom, illustrating the layered structure (all thermal and mechanical properties are summarized in 177 

Table S1 in the supplement), the boundary conditions (Vext = extension rate, Vb = velocity of basal counter flow) 178 

and the initial thermal state (red lines). Location and extent of features that promote strain localization at the 179 

beginning of extension are indicated: initial temperature anomaly (notch in the 1330°C isotherm) and strain 180 

inheritance. The inset displays a close-up view of the upper 130 km of the model, and the strength envelopes of 181 

the two different rheologies considered in our models, which differ in the strength of the lower crust (R1 = high 182 

crustal strength, R2 = intermediate crustal strength). (c) Temporal evolution of the models: The models have a 183 

total duration of 40 Myr and syn-rift duration depends on the extension rate (7.5 Myr, 15 Myr, 30 Myr).  184 

 185 

The model domain is 1200 km wide, 600 km deep, and vertically stratified (Fig. 2b). From top 186 

to bottom the model consists of continental crust (0�±35 km), lithospheric mantle (35�±120 km), and 187 

sub-lithospheric mantle (120�±600 km). To test the sensitivity of the model to different crustal 188 

strengths, we discern two different crusts, R1, strong crust, and R2, intermediate strength crust (see 189 
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strength envelopes in the inset of Fig. 2b). R1 uses dry Maryland diabase as material for the lower 190 

crust, R2 uses wet quartz for the lower crust. Otherwise, the two rheologies consist of the same 191 

materials, using wet quartz as material for the upper parts of the crust and wet olivine for the 192 

lithospheric and sublithospheric mantle. To account for stronger, melt-depleted conditions, the flow 193 

law of the lithospheric mantle is scaled by a factor 5. We do not consider models with an even weaker 194 

crust (see for instance, Huismans & Beaumont, 2011; Theunissen & Huismans, 2019), because very 195 

weak crust does not result in significant rift initialization for the extension durations that we consider. 196 

Material that is eroded and deposited as sediment during the model run (materials S1, S2 and S3 in 197 

Fig. 2b) has the same mechanical properties as upper crust. 198 

We use a 400 km wide area in the centre of the model with initial strain inheritance (Fig. 2b), 199 

simulating inherited structures from previous tectonic events (Theunissen & Huismans, 2019). To 200 

localize rifting in the centre of this domain, we add a small thermal anomaly at the base of the 201 

lithosphere in the centre of the model (Fig. 2b). A more detailed explanation of the approach for strain 202 

inheritance can be found in the electronic supplement. 203 

On each side of the model, the lithosphere is extended with half the extension rate as 204 

horizontal velocity boundary condition (vext in Fig. 2b). Lateral outflow of material is balanced by a 205 

low velocity inflow of material in the sub-lithospheric mantle in order to preserve mass (vb in Fig. 2b). 206 

The bottom and sides of the model are horizontal and vertical free slip boundaries, respectively, 207 

whereas the top of the model serves as free surface subject to erosion and deposition. As thermal 208 

boundary condition the base of the model is kept at a constant temperature of 1522 °C and the lateral 209 

boundaries are thermally insulated. The numerical resolution in our models is 500 m horizontally and 210 

the vertical resolution is depth dependent with a 200 m resolution in the upper 20 km. This high 211 

resolution allows investigating the basin-scale feedback of tectonics and surface processes. 212 

2.3 Setup and boundary conditions for FastScape 213 

We use a modified version of FastScape to model surface processes (Braun & Willett, 2013; Yuan et 214 

al., 2019). Fastscape accounts for onshore erosion, sediment transport, and deposition in the marine 215 

�S�D�U�W���R�I���W�K�H���O�D�Q�G�V�F�D�S�H�����7�K�H���U�D�W�H���R�I���F�K�D�Q�J�H���R�I���H�O�H�Y�D�W�L�R�Q�����˜�K���˜�W�����L�Q���W�K�H���S�D�U�W�V���R�I���W�K�H���O�D�Q�G�V�F�D�S�H���D�E�R�Y�H��sea 216 
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level is simulated by solving the stream power law (i.e., river incision; Whipple & Tucker, 1999), and 217 

hillslope processes (Culling, 1963): 218 

�! �Û

�!�ç
L �7 F �G�Ù�#�à �5�á E�G�¼�Ï �6�D,  �I�R�U���K���•���Ksea level     (1) 219 

where h is elevation, U is uplift rate, kf is fluvial erodibility, A is upstream drainage area, S is slope, m 220 

and n are stream power law exponents, and kC is the transport coefficient of hillslope diffusion. We do 221 

not include continental deposition. Hence, no material is deposited above sea level and all eroded 222 

material is transported by the rivers to the marine domain or out of the model according to the 223 

drainage organisation.  224 

Below sea level, sediment transport and deposition are simulated using a diffusion equation as 225 

described in Yuan et al. (2019). Using the amount of sediment flux coming from the continental 226 

domain of the model (Qs), the rate of elevation change can be approximated by: 227 

�! �Û

�!�ç
L �G�Æ�Ï �6�DE�3�æ,  for h < hsea level     (3) 228 

where kM is the marine diffusion coefficient. Equation (3) is valid if the material transported below 229 

consists of one grainsize. In our case we consider two different grainsizes and use a coupled-diffusion 230 

with distinct transport coefficients for the two grainsizes (having values of 200 m2/yr and 100 m2/yr, 231 

respectively). We refer to the paper of Yuan et al. (2019) for further technical details about this 232 

approach. 233 

FastScape truly sits on top of Fantom and has the same spatial dimension of 500 m. We 234 

choose a model depth of 400 km for the FastScape model, resembling a typical width of a continental 235 

rift system. The left and right-side boundaries of the landscape are open so that water flows out and the 236 

top and bottom boundaries are periodic. 237 

2.4 Modelling strategy  238 

To investigate the variability of tectonic and surface processes in continental rifts, we test the 239 

sensitivity of our models to crustal rheology, extension rate, and fluvial erodibility. The resulting 240 

parameter combinations yield 14 different models (Table 1). 241 
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Model name Rheology Extension rate 
[km/Myr]  

Kf value 
[m0.2/yr]  

Evolution displayed 
in 

M1 R1 10 0.5 x 10-5 Fig. 3 
Animation 1 

M2 R1 5 0.5 x 10-5 
Fig. 4 

Animation 2 

M3 R2 10 0.5 x 10-5 Fig. 5 
Animation 3 

M4 R1 5 0.25 x 10-5 
Fig. 6 

Animation 4 

M5 R1 5 1.0 x 10-5 Fig. 6 
Animation 5 

SM1 R1 2.5 0.5 x 10-5 Animation 6 

SM2 R2 2.5 0.5 x 10-5 Animation 7 

SM3 R1 5 0.1 x 10-5 Animation 8 

SM4 R2 5 0.1 x 10-5 Animation 9 

SM5 R2 5 0.25 x 10-5 Animation 10 

SM6 R2 5 0.5 x 10-5 Animation 11 

SM7 R2 5 1.0 x 10-5 Animation 12 

SM8 R1 10 0.25 x 10-5 Animation 13 

SM9 R1 10 1.0 x 10-5 Animation 14 

Table 1: Summary of parameters of the 14 models with varying tectonic parameters (rheology, extension rate) 242 

and erodibility (kf value). R1 refers to strong crust, R2 to intermediate strength crust, see also Fig. 2b. Detailed 243 

analyses of the evolution of structures and topography for the main models (M1 �± M5) are provided in Figs. 3 �± 244 

6. 245 

 246 

We consider two different crustal rheologies (R1 and R2; Fig. 2b) with a total 75 km of 247 

extension. This is sufficient to develop a rift without reaching crustal breakup. The duration of 248 

extension depends on the extension rate and we consider four combinations of extension rate and 249 

duration: 7.5 Myr at a rate of 10 km/Myr, 15 Myr at a rate of 5 km/Myr, and 30 Myr at a rate of 2.5 250 

km/Myr. All models have a total duration of 40 Myr with variable durations of the syn- and post-rift 251 

phases (Fig. 2c). 252 
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 Fluvial incision controls the erosional efficiency, erosion rate, and sediment yield. In the Stream 253 

Power Law, coefficients m and n are relatively well known (Stock & Montgomery, 1999), but fluvial 254 

erodibility (kf,) spans a wide range as it incorporates effects related to climate, rock type, vegetation, 255 

and abrasive agents (Stock & Montgomery, 1999). We keep m=0.4 and n=1 and test the effect of 256 

erosional efficiency by changing fluvial erodibility, considering kf values of 0.1, 0.25, 0.5 and 1 x 10�í5 257 

m0.2/yr (Table 1). These values cover a wide range, leading to very little erosion and a long-lasting 258 

landscape or very efficient erosion and rapid degradation of the landscape. This can be envisioned as 259 

rifts experiencing arid to humid climatic boundary conditions. We use a reference kf value of 0.5 x 260 

10�í5 m0.2/yr for all of our extension rates and rheologies (Table 1). To account for pre-existing relief, 261 

we set the sea level to -1000 m below the initial model surface (which is at 0 m).  262 

 We analyse the output from both the tectonic and surface processes models (see electronic 263 

supplement, section S4 for details of analyses procedure). We focus on five models (models M1 �± M5 264 

in Table 1), for which we provide detailed analyses of the structural and topographic evolution (Figs. 3 265 

�± 6). Supplementary models (SM1 �± SM9) are included in the analyses of the evolution of topography 266 

and sediment flux (Figs. 7 �± 9). For all models we provide animations of topography and structures in 267 

the electronic supplement. 268 

3 Results 269 

We provide a detailed description of the evolution of the rift geometry for selected models (M1 �± M5, 270 

Table 1). We focus on the reference model M1 and highlight changes in the evolution of rifting. We 271 

then describe the sensitivity of the evolution of elevation and sediment production to extension rate 272 

and erodibility. 273 

3.1 Evolution of r ift geometry and faults 274 

3.1.1 Reference model M1 275 

The reference model has a high crustal-strength (rheology R1; Fig. 2b), intermediate 276 

erodibility (kf = 0.5 x 10�í5 m0.2/yr), and an extension rate of 10 km/Myr for 7.5 Myr.  277 
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 278 

Figure 3: Results of the reference model M1. Model results for model M1 with high crustal strength, 7.5 Myr 279 

of extension (extension rate of 10 km/Myr) and intermediate erodibility (kf = 0.5 x 10�í5 m0.2/yr): (a) Structures 280 

(left column) and topography (right column) at selected time steps. Major faults are labelled in accordance with 281 

their onset of activity (faults active during the respective timestep are labelled in bold). Numbers in the grey 282 

boxes indicate vertical fault offset on the two boundary faults (F1 and F2). The black arrows indicate 283 

lithosphere-scale faults that reach a depth over 15 km. The topography transitions from onshore to offshore at the 284 

sea level (-1000 m). (b) Evolution of the vertical fault offset on the two boundary faults F1 (blue, right side) and 285 

F2 (red, left side). (c) Evolution of incremental (dashed curves) and cumulative (solid curves) sediment volumes 286 

from the two rift sides over time (blue = right side, red = left side).  287 
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At 3 Ma two boundary faults (F1 and F2) form a 75 km wide asymmetric rift system (Fig. 3a). 288 

Major fault F1 forms a crustal scale shear-zone cutting into the upper mantle lithosphere (Fig. 3a) and 289 

is associated with significant rift shoulder elevation, ~ 3000 m (Fig. 3b). Fault F2 exhibits only ~6 km 290 

displacement and is associated with more subdued topography (Fig. 3a). On both sides of the rift 291 

minor fluvial valleys orthogonal to the main drainage divides form.  292 

At 6 Ma, displacement along F1 and F2 reaches 10.8 and 6.4 km respectively (Figs. 3a and 293 

3b), new fault F4 dissects the footwall of F2, and deformation shifts to the centre of the rift forming 294 

faults F3 and F5 (Fig. 3a). Footwall uplift of F4 on the left side reduces the area draining towards the 295 

rift basin. Erosion of the right rift flank is associated with headward migration of the drainage divide. 296 

Material eroded from both rift flanks is deposited in the hanging wall grabens of F1 and F2. Activity 297 

of F1 ceases at 6.5 Ma with a total offset of 10.8 km, while F2 remains active until 7.5 Ma with a total 298 

offset of 7.3 km (Fig. 3b).  299 

At 7.5 Ma deformation is partitioned between left flank faults F2 and F4 and the centre of the 300 

rift F3 and F6 (Fig. 3a). The final rift geometry is asymmetric with the highest offset and topography 301 

associated with F1 on the right side (Fig. 3a). On the left side, rift topography is associated with F4, 302 

while the fault block between F2 and F4 forms a low-lying fluvial floodplain next to the basin (Fig. 303 

3a).  304 

At 15 Ma both rift flanks are significantly eroded down to ~1 km elevation (Fig. 3a). 305 

Landward drainage divide retreat forms wide low-lying floodplains allowing transit of sediments to 306 

the basin that first fill up the rift  bounding half grabens and then the central part of the basin (Fig. 3a). 307 

At 30 Ma, onshore rift flank morphology has been further warped down, and the lateral floodplains 308 

and the central basin are submerged (Fig. 3a).  309 

Sediment flux varies strongly throughout the model evolution (Fig. 3c). On the right side of 310 

the rift sediment flux reaches a maximum value of 2000 km3/Myr around the end of activity of F1 at 311 

�ý6.5 Ma (Fig. 3c) and then decreases exponentially to a steady value at 25 Ma (Fig. 3c). On the left 312 

rift side, the sediment flux peaks earlier and at a lower value ~1500 km3/Myr and then similarly 313 
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decreases exponentially during the post rift. The contrasting evolution of sediment flux through time is 314 

also reflected in the cumulative sediment volumes, 17 x 103 km3 and 28 x 103 km3 at 40 Ma for the left 315 

and right side, respectively (Fig. 3c).  316 

3.1.2 Effect of decreasing extension rate 317 

Model M2 (Fig. 4) uses half the extension rate of the reference model (5 km/Myr until 15 Ma) 318 

and identical other parameters (high crustal-strength rheology R1, intermediate erodibility kf = 0.5 x 319 

10�í5 m0.2/yr). Slower extension in M2 delays localization of deformation and rift formation with 320 

respect to reference model M1.  321 

At 5.5 Ma, an asymmetric rift has developed with 2.5 km of offset on right boundary rift fault F1 and 322 

rift flank elevation of �ý1500 m and insipient fault F2 on the left side (Figs. 3a and 3b). With ongoing 323 

extension both F1 and F2 take up most of the deformation leading to a largely symmetric rift at 11 Ma. 324 

Activity on F1 ceases around �ý13.5 Ma, whereas F2 remains active until the end of extension at 15 325 

Ma. Subsequently, deformation shifts basin-ward breaking up the central block between F1 and F2, 326 

forming conjugate faults F3 and F4 in the centre. In contrast to model M1 most of the deformation is 327 

accommodated by the rift boundary faults F1 and F2 with a similar total offset (�ý11.5 km) at the end 328 

of extension (Figs. 4b). Sediment flux peaks are similar in magnitude on both sides of the rift and 329 

coincide with the timing of cessation of activity on F1 and F2 (Fig. 4c). Cumulative sediment volume 330 

at 40 Ma is higher than in model M1 reaching the same magnitude on both rift sides (Fig. 4c). 331 

3.1.3 Effect of decreasing crustal strength 332 

Model M3 (Fig. 5) investigates the influence of intermediate crustal strength (rheology R2), 333 

lower than in the reference model, with the same extension rate (10 km/Myr), and erodibility (kf = 0.5 334 

x 10�í5 m0.2/yr).  335 

Intermediate crustal strength results in a significantly different rift style compared to models 336 

M1 and M2, with more distributed deformation. At 4 Ma and 40 km extension, a broad 150 km wide, 337 

symmetric graben has formed with equal offset on main rift boundary faults F1 and F2, and secondary 338 

hanging wall faults F3 and F4 (Fig. 5a). Offset along F1 and F2 leads to a maximum rift flank 339 
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 340 

Figure 4: Effect of decreasing the extension rate. Results for model M2 with high crustal strength, 15 Myr of 341 

extension (extension rate of 5 km/Myr) and intermediate erodibility (kf = 0.5 x 10�í5 m0.2/yr): (a) Structures (left 342 

column) and topography (right column) at selected time steps. Major faults are indicated and labelled in 343 

accordance with their onset of activity (faults active during the respective timestep are labelled in bold). 344 

Numbers in the grey boxes indicate vertical fault offset on the two boundary faults (F1 and F2). The black 345 

arrows indicate lithosphere-scale faults that reach a great depth (>15 km). The topography transitions from 346 

onshore to offshore at the sea level (-1000 m). (b) Evolution of the vertical fault offset on the two boundary 347 

faults F1 (blue, right side) and F2 (red, left side). (c) Evolution of incremental (dashed curves) and cumulative 348 

(solid curves) sediment volumes from the two rift sides over time (blue = right side, red = left side).  349 
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elevation of ~1500 m, lower compared to models with strong crustal rheology. Moderate footwall 350 

uplift along secondary hanging wall faults F3 and F4 divides the graben into 3 sub-basins. At 7.5 Ma 351 

major bounding faults F1 and F2 accommodate offsets �ý5.5 km, significantly less compared to models 352 

1 and 2 (Fig. 5a). At this stage deformation has migrated to the right half graben breaking up its 353 

hanging wall forming second-generation normal faults F4, F5, and F6 resulting in a broad about 3000 354 

m deep submerged basin. Hanging wall subsidence associated with F2 results in a separate shallow 355 

submerged basin. Post-rift erosion efficiently removes the rift shoulders leading to head-ward erosion, 356 

drainage divide migration, and river capture events around 25 Ma (Fig. 5a). Sediments are deposited in 357 

the half-grabens associated with F1, F2, and F5 leading to rapid infill and a shallow basin at the end of 358 

the model at 40 Ma. 359 

Sediment flux (Fig. 5c) varies strongly throughout the model evolution. Peaks from both the 360 

left (900 km3) and right (1250 km3) side occur at ~6 Ma, coeval with the end of main activity on F2 361 

and F1, respectively (Fig. 5b). On the right rift side, a significant peak in sediment flux (~2000 km3) 362 

during the post-rift is observed at 25 Ma, related to river capture on the right rift side. The horst 363 

uplifted between F3 and F6 (Fig. 5a) forms a transient, topographic barrier. This prevents the sediment 364 

coming from the left rift side from reaching the central basin, resulting in decreased sediment flux 365 

from the left rift side during 25 �± 30 Ma, also reflected in the difference of the cumulative volume of 366 

12 x 103 km3 and 22 x 103 km3 for the left and right side, respectively. 367 

3.1.4 Effect of erodibility  368 

Models M4, M2, and M5 (Table 1) explore the sensitivity to changing erodibility with kf values 0.25, 369 

0.5, and 1 x 10�í5 m0.2/yr, respectively. They have a high crustal-strength rheology R1 and a low 370 

extension rate 5 km/Myr. We compare the models at the end of extension at 15 Ma (e.g., Fig. 6; see 371 

supplementary animations for full model evolution).  372 

Varying erodibility affects both the number and the offset of faults. Model M4 with very low 373 

erodibility exhibits five faults and minor rift flank erosion. In contrast model M2 with intermediate 374 

erodibility is dominated by two main rift boundary faults and moderate rift flank erosion. Model M5 375 

with even higher erodibility shows strongly enhanced offset along F1 and F2 (>14 km), significant rift  376 



18  

 377 

Figure 5: Effect of decreasing crustal strength. Results for model M3 with intermediate crustal strength, 7.5 378 

Myr of extension (extension rate of 10 km/Myr) and intermediate erodibility (kf = 0.5 x 10�í5 m0.2/yr): (a) 379 

Structures (left column) and topography (right column) at selected time steps. Major faults are indicated and 380 

labelled in accordance with their onset of activity (faults active during the respective timestep are labelled in 381 

bold). Numbers in the grey boxes indicate vertical fault offset on the two boundary faults (F1 and F2). The black 382 

arrows indicate faults that terminate at the transition from upper (UC) to middle crust (MC). The topography 383 

transitions from onshore to offshore at the sea level (which is at -1000 m). (b) Evolution of the vertical fault 384 

offset on the two boundary faults F1 (blue, right side) and F2 (red, left side). (c) Evolution of incremental 385 

(dashed curves) and cumulative (solid curves) sediment volumes from the two rift sides over time (blue = right 386 

side, red = left side). 387 

 388 
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 389 

Figure 6: Sensitivity to erodibility.  Structures (left column) and topography (right column) at the end of 390 

extension at 15 Ma for models M2, M4, and M5 with high crustal strength, 15 Myr of extension and variable 391 

erosional efficiency: (a) M4 with kf = 0.25 x 10�í5 m0.2/yr, (b) M2 with kf = 0.5 x 10�í5 m0.2/yr, and (c) M5 with kf 392 

= 1 x 10�í5 m0.2/yr. Faults are labelled according to their onset of activity, and active faults at 15 Ma are labelled 393 

in bold. Numbers in the grey boxes indicate vertical fault offset on the two boundary faults (F1 and F2). The 394 

topography transitions from onshore to offshore at the sea level (-1000 m). 395 

 396 

flank erosion, and thick, tilted sediment wedges.  397 

 Erodibility also strongly impacts the topography through the drainage system. Low erodibility 398 

model M4 develops numerous small catchments with a drainage divide at �ý30 km from the shoreline, 399 

whereas the high erodibility model M5 develops fewer larger catchments and a drainage divide that 400 

migrates to ~55 km from the shoreline (Fig. 6). Rift shoulders are lowered down faster for higher 401 

erodibility (< 1500 m at 15 Ma) than for lower erodibility (2000 �± 2500 m at 15 Ma). 402 

3.2 Sensitivity of elevation and sediment production to extension rate and erodibility  403 

We next explore how varying extension rate and erodibility affect elevation and sediment production. 404 

Models SM1, M1 and M2 (Table 1) explore the sensitivity to varying extension rates, equal to 2.5 405 

km/Myr, 5 km/Myr, and 10 km/Myr, respectively, for identical erodibility kf = 0.5 x 10�í5 m0.2/yr and 406 

crustal strength R1 (Fig. 7). In contrast, models M4, SM3, M2 and M5 (Table 1) explore the effect of  407 
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 408 

Figure 7: Influence of extension rate on the evolution of elevation (a), sediment flux (b) and sediment 409 

volume (c). Results are for models M1, M2, SM1 with high crustal strength, intermediate erosional efficiency (kf 410 

= 0.5 x 10�í5 m0.2/yr), and variable extension rates/extension durations of 30 Myr (black), 15 Myr (red) and 7.5 411 

Myr (blue). In all panels, the colored triangles indicate the end of extension of the respective model. Note that 412 

sediment flux in the slowest model (2.5 km/Myr) does not reach a steady value within the 40 Myr simulation. 413 

Sediment flux and volume are only recorded after the basin has reached sea level at time tb (which depends on 414 

the respective extension rate). Prior to tb sediment is transported out of the model domain. The total volumes of 415 

sediment lost this way are 4952 km3, 2016 km3, 904 km3 and 322 km3 for models with extension rates of 2.5 416 

km/Myr, 5 km/Myr, 10 km/Myr and 15 km/Myr, respectively. 417 

 418 

varying erodibility with kf = 0.1, 0.25, 0.5, 1 x 10�í5 m0.2/yr, respectively for an identical extension rate 419 

5 km/Myr and crustal strength R1 (Fig. 8).  420 

Maximum elevation follows a similar evolution for the models with variable extension rate with four 421 

characteristic phases (Fig. 7a). During Phase 1, initial rifting with distributed deformation generates 422 

almost no topography. Maximum topography increases rapidly during Phase 2 when deformation 423 

localizes, and the main rift shoulders are uplifted (Fig. 7a). Maximum elevation is reached 424 
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systematically reached before the respective end of extension. The faster the extension rate, the earlier 425 

the peak, which is also slightly higher (Fig. 7a). During Phase 3, rift activity migrates to the centre of 426 

the basin, with maximum topography slowly decreasing towards the end of the syn-rift phase. After 427 

the end of extension, during Phase 4, elevation decays gradually and the rift shoulders are completely 428 

eroded away with a timescale depending primarily on fluvial erodibility (Fig. 7a, 8a).  429 

Sediment flux similarly exhibits four characteristic phases in the models (Fig. 7b). Initial 430 

Phase 1 shows a slow increase of sediment flux with time. During Phase 2 sediment flux increases 431 

rapidly after the basin reaches sea level (time tb), and reaches a peak shortly after maximum 432 

topography is reached. Subsequently sediment flux decreases slowly during Phase 3 until the end of 433 

extension (Fig. 7b). The timing of peak sediment flux depends on the extension rate (Fig. 7b). During 434 

Phase 4 the sediment flux decreases exponentially to a steady state value 10 �± 15 Myr after the end of 435 

extension (Fig. 7b). Cumulative sediment volume slowly increases with time and mirrors the evolution 436 

of sediment flux. At 40 Myr cumulative sediment volumes are notably higher for lower extension rates 437 

(Fig. 7c).  438 

Models with varying erodibility (e.g., Fig. 8) show features similar to those with varying 439 

extension rate. All reach a maximum elevation of �ý3000 m except for the high erodibility model that 440 

has maximum topography ~2800 m (Fig. 8a). The timing of maximum topography occurs earlier with 441 

increasing erodibility and occurs, in all cases, well before the end of extension. Subsequently, during 442 

the post-rift maximum elevation decreases progressively to a few hundreds of metres (Fig. 8a).  443 

Maximum sediment flux is proportional to erosional efficiency (Figs. 8b,c). Models with 444 

varying erosional efficiency exhibit maximum sediment flux values of about 800, 1800, 4000, and 445 

8000 km3/Myr, respectively, for kf ranging [0.1, 0.25, 0.5, 1.0] x 10-5 m0.2/yr. Maximum sediment flux 446 

is systematically later than peak elevation. The case with high erodability (kf = 1.0 x 10-5 m0.2/yr) 447 

shows a sudden increase in sediment flux (> 6000 km3/Myr) at �ý33 Ma, marking a river capture event 448 

(Fig. 8b). Cumulative sediment volume at 40 Ma increases with erodibility (from 20 to 120 x 103 km3; 449 

Fig. 8c).  450 
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 451 

Figure 8: Influence of erosional efficiency on the evolution of elevation (a), sediment flux (b) and sediment 452 

volume (c). Results for models with high crustal strength, 15 Myr of extension and variable erosional 453 

efficiencies of kf = 0.1 x 10�í5 m0.2/yr (yellow), kf = 0.25 x 10�í5 m0.2/yr (orange), kf = 0.5 x 10�í5 m0.2/yr (red) and kf 454 

= 1 x 10�í5 m0.2/yr (purple). In all panels, the yellow triangles indicate the end of extension of the models. In 455 

panel (a), tmax refers to the timing of maximum elevation, which occurs earlier for more efficient erosion. 456 

Sediment flux and cumulative sediment volume are only recorded after the basin of the respective model has 457 

reached sea level at time tb (which varies between 4.5 �± 5 Ma). Prior to tb sediment is transported out of the 458 

model domain. The total volumes of sediment lost this way are 3358 km3, 2016 km3, 726 km3 and 393 km3 (for 459 

models with kf values of 1, 0.5, 0.25 and 0.1 x 10�í5 m0.2/yr, respectively). Note that sediment flux in model with 460 

low erosional efficiency kf = 0.25 x 10-5 m0.2/yr exhibits several maxima and minima, due to fault activity in the 461 

footwalls of F1 and F2, which lead to drainage reorganization (see Fig. 6) 462 

 463 

4 Discussion 464 

In the following, we first discuss the first-order controls of rheology, extension rate, and surface 465 

process efficiency on the evolution of modelled rifts. Next, we address how the different factors are 466 

reflected in the sediment production and compare with natural rift examples. We then discuss 467 
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limitations of our modelling approach and compare our results to other modelling studies.  468 

4.1 Influence of extension rate, rheology, and erodibility  on rift  evolution  469 

Our results show that the evolution of a rift is mostly controlled by the degree of strain localization. 470 

High degree of strain localization results in a simpler rift geometry, with less active faults and more 471 

offset. Models M1 to M5 demonstrate how crustal rheology, surface process efficiency, and extension 472 

rate affect the degree of strain localization. 473 

Comparison between model M1 with strong crust (Fig. 3) and M3 with intermediate crustal 474 

strength (Fig. 5) illustrates the effect of rheology on strain localization. Intermediate crustal strength 475 

limits the coupling between crust and mantle (Beucher & Huismans, 2020), and results in faults 476 

terminating at the top of the viscous middle crust (Fig. 5). The weaker coupling reduces strain 477 

localization and leads to a wide symmetric rift with multiple active faults with moderate offset. In 478 

contrast, strong crust promotes strain localization in a narrow rift with few large offset crustal-scale 479 

faults that connect to the strong upper mantle lithosphere (Figs. 3 and 4). Rift flank topography 480 

associated with footwall uplift is directly controlled by the amount of fault offset and by the strength 481 

of the crust. The strong crust cases promote large offset normal faults that generate high topography 482 

(>3000 m), while in contrast intermediate crustal strength cases promote reduced offset and lower rift 483 

flank topography (~1500 m).  484 

The relative importance of tectonic uplift and erosion in the models can be understood 485 

considering the non-dimensional uplift-erosion number �0�Ø (Whipple & Tucker, 1999) that can be 486 

formulated for n=1 as �0�Ø�ß �7 ���:�G�Ù���š���D�;�¤ , where U is tectonic uplift rate, and h is elevation. �0�Ø only 487 

weakly scales with drainage area or river length, which are therefore omitted. This simple relationship 488 

shows that for large �0�Ø uplift dominates over erosion, and vice versa for low �0�Ø. We observe in our 489 

models that halving the extension rate (which reduces the uplift rates) has the same effect as doubling 490 

�G�Ù, both in terms of structure and sediment flux. This is easy to explain with �0�Ø, because the resulting 491 

erosion number �0�Ø will be the same when either halving the extension rate or doubling �G�Ù. Similarly, 492 

models with strong rheology result in higher topography (3000 m) than those with intermediate 493 

rheology (1500 m). Accordingly, if we choose an intermediate rheology, we need to either half the 494 
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extension rate, or double �G�Ùin order to obtain a similar �0�Ø, that is, the same surface process efficiency.  495 

The behavior of models M1, M2, M4, M5 is consistent with this simple scaling of the trade off 496 

and relative importance of extension rate that controls rock uplift rates along the main rift bounding 497 

faults and of fluvial erodibility that controls the rate of erosion of topography generated along these 498 

faults, counteracting rock uplift. Models M1 (fast extension, Fig. 3) and M2 (slow extension, Fig. 4), 499 

with an identical erodibility, show that slower extension promotes localization of deformation with 500 

only four active faults in model M2 with higher offset as compared to six faults in model M1. In 501 

contrast Models M2, M4, and M5 (Fig. 6) illustrate the effect of varying erodibility for an identical 502 

extension rate. Higher erodibility promotes strain localization resulting in fewer faults with more 503 

offset and more symmetric rifting. Erosional efficiency is increased for either a higher erodibility or 504 

for slower extension. A positive feedback between footwall erosion, hanging wall sedimentation, and 505 

fault offset has been demonstrated by earlier studies (e.g., Maniatis et al., 2009; Olive et al., 2014; 506 

Theunissen & Huismans, 2019). Our models show that a higher erosional efficiency increases this 507 

feedback owing to more erosion in the footwall and deposition in the hanging wall. Efficient erosion 508 

and deposition promote the evolution of large displacement boundary faults (Figs. 4 and 6). The 509 

increased offset on the boundary faults delays the basin-ward migration of deformation and limits the 510 

development of other faults. Intermediate crustal strength cases result in lower rift shoulders resulting 511 

in lower surface process efficiency given the same �G�Ù value, which limi ts the feedback between 512 

tectonic uplift and erosion.  513 

In summary, rheology, extension rate, and erodibility impact the structural evolution of rifts. 514 

For a given erodibility, a stronger crust and slower extension increase strain localization: less faults are 515 

active, more fault offset is generated, the rift is more symmetric, and the feedback between erosion and 516 

deposition is stronger. This, in turn, also has important implications for the evolution of the sediment 517 

production of rift systems, further discussed below. 518 

4.2 Sediment production of the rift  519 

4.2.1 Total volume of sediment 520 

The amount of sediment produced during rifting scales with (1) topography, and (2) surface 521 
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process efficiency. Syn-rift tectonic rock uplift generates elevated rift shoulders and fluvial erosion 522 

provides the main source of sediments. During the post-rift, rivers can capture the hinterland drainage 523 

network, yielding additional sediment. These two sources of sediment depend on the evolution of the 524 

rift  and the total sediment volume is controlled by rift structural style and rheology, by extension rate, 525 

and by erodibility. Fig. 9 summarizes the volumes of sediment produced after 40 Myr of simulation 526 

for all models (M1 to M5 and SM1 to SM9, Table 1). 527 

As expected, for a strong crust and a given extension rate (for instance for models with 15 528 

Myr of extension), a higher erodibility increases the total sediment volume (Fig. 9). However, for a 529 

given erodibility, slower extension models with lower topography and rock uplift rates (i.e., 30 and 15 530 

Myr of extension) yield substantially more sediment (70 �± 80 x 103 km3), than faster extension models 531 

with higher topography and rock uplift rates (i.e., 45 x 103 km3 for 7.5 of extension; Fig. 9). This is 532 

intuitive, as the volume of generated sediment scales with the magnitude of topography and 533 

cumulative rock uplift; the latter is higher for lower extension rates (Figs 3 and 4). Slower extension 534 

localizes deformation on fewer structures sustaining more fault offset over a longer duration and can 535 

be explained by the more efficient feedback between continued fault localization and surface processes 536 

at lower extension rates (Figs. 7 and 9).  537 

For intermediate crustal strength, higher erodibility similarly increases the total sediment 538 

volume (Fig. 9). However, comparison between models with intermediate and high crustal strength 539 

shows that cases with stronger crust generate 10 �± 100 % more sediment (e.g., models M1 vs. M3 or 540 

M5 vs. SM7, Fig. 9). Lower fault offset and associated footwall uplift for the intermediate crustal 541 

strength cases limits the feedback between erosion and deformation and the lower maximum elevation 542 

of the rift shoulders results in lower sediment volumes.  543 

The amount of syn-rift  sediment relative to the total sediment volume increases systematically 544 

with increasing erodibility, irrespective of the rheology and extension rate (Fig. 9). This effect is 545 

stronger for lower rates of extension, as the feedback between erosion/deformation is stronger. For 546 

example, models with intermediate extension duration (15 Myr) and erodibility (i.e., models M2, M5 547 

and SM7 with kf �•�����������[������
�í5 m0.2/yr), produce over 50 % of the total sediment volume during the syn-548 

rift. This results in a rift, where the majority of sediment is deposited during active deformation and  549 
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 550 

Figure 9: Sediment volumes generated during rifting. Comparison of the sediment volumes (deposited since 551 

the basin has reached sea level) for the 14 models (Table 1). Models are grouped according to their rheology (red 552 

= strong, R1; grey = intermediate, R2) and subsequently ordered with respect to extension duration/rate. Models 553 

with dark-colored bars share the same kf value (i.e., kf = 0.5), in order to easily compare the sediment volumes 554 

for models with the same intermediate erosional efficiency. Models with other kf values (i.e., 0.1, 0.25 and 1) are 555 

pale colored. For each model, the height of the bar indicates the total sediment volume, whereas the height of the 556 

hatched bar indicates the synrift volume. 557 

 558 

subjected to faulting.  559 

For the models with very high erodibility (i.e., kf = 1 x 10�í5 m0.2/yr), river capture events 560 

during the post-rift phase may result in a transient increase of the volume of sediment delivered to the 561 

basin. However, the volume of sediment generated by river capture is small compared to that 562 

generated during the syn-rift phase (i.e., Fig. 8c). 563 

In summary, total sediment volume produced during rift evolution primarily reflects the 564 

combined effects of strain localization and erodibility. Slow extension, strong crust, and efficient 565 

surface processes yield higher total volumes of sediment. For a given erodibility, a reduction of 50% 566 

in the extension rate results in a 15 to 40 % higher sediment volume (Fig. 9). Sediment volume is 567 

directly proportional to erodibility (Fig. 9). Efficient erosion increases the proportion of syn-rift to 568 

post-rift sediments (Fig. 9). These observations point toward a complex interaction of tectonic and 569 

surface processes controlling sediment production. A rift system may generate a large amount of 570 
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sediment based on its tectonic boundary conditions (i.e., the degree of strain localization could be 571 

high, because the crust is strong, and extension is slow). Low erosional efficiency may in turn affect 572 

the degree of strain localization limi ting the feedback between deformation and erosion and reducing 573 

sediment production. 574 

4.2.2 Temporal evolution of rift structure, sediment flux, and comparison to natural cases 575 

The evolution of rift structure and associated sediment flux (Fig. 10a) follows four distinct temporal 576 

geomorpho-tectonic phases (Fig. 10b). Phase 1 early-stage rift initiation is marked by distributed 577 

deformation, limited offset on several faults that produces little elevation, and low erosion rates, 578 

generating little sediment. Growth Phase 2 exhibits localization of deformation on the main rift 579 

bounding faults with rapid rift flank uplift, basin subsidence, river incision into the uplifting rift flanks, 580 

and steep relief resulting in high erosion rates and a strong increase in sediment flux. Phase 3 basin-581 

ward migration of fault activity, associated with a decrease in uplift and erosion rates, is characterized 582 

by sediment flux slowly decreasing from its peak. After the end of extension, decay Phase 4 shows 583 

exponential decrease in sediment flux reflecting post rift fluvial erosion of rift flank topography and 584 

landward migration of river divides. Drainage capture of the hinterland during Phase 4 may lead to a 585 

transient increase in sediment flux. These four phases can be recognized in both strong and 586 

intermediate crustal strength models. In the case of intermediate crustal strength, the general trend of 587 

the flux is similar, but the magnitude of the different peaks is lower compared to the high crustal 588 

strength case (Fig. S4 and S5).  589 

We suggest that the phases of rifting shown by our models reproduce many characteristics of 590 

natural rift systems. Phases 1 to 3 can be recognized in the northern North Sea (Fazlikhani et al., 2021; 591 

Fossen et al., 2021), where deformation was initially distributed over several 100s of kilometers of 592 

width (e.g., Phase 1), before localizing on the boundary faults that accommodate most of the strain 593 

forming a 150 km wide rift (Phase 2), and subsequent basin-ward migration of deformation at the end 594 

of the syn-rift (e.g., Phase 3) (Fazlikhani et al., 2021). Similarly, the Gulf of Suez (Gawthorpe et al., 595 

2003) exhibits both initial distributed deformation (Phase 1), followed by localization of deformation 596 

on the boundary faults (Phase 2), and a subsequent basin-ward shift in deformation (Phase 3). The 597 

Gulf of Corinth exhibits an initial phase of wide distributed extension (Phase 1) before shifting  598 
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 599 

Figure 10: Evolution of the sediment flux related to rifting phases. (a) General evolution of the sediment flux 600 

subdivided into four phases, and (b) cartoons of the four geomorpho-tectonic phases of the rift. After an initial 601 

phase of distributed deformation (Phase 1), the rifts have a different tectonic and topographic evolution (Phase 2 602 

to 4), depending on the crustal strength: The left column displays the evolution in case of a high crustal strength, 603 

the right column in case of intermediate crustal strength. Red arrows indicate the magnitude of rock uplift, and 604 

grey arrows the magnitude of erosion, such that if uplift exceeds erosion the surface is uplifting, and when 605 

erosion exceeds uplift the surface is lowered.  606 
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deformation into the present day Gulf (Phase 2/3) (Ford et al., 2017; Gawthorpe et al., 2018).  607 

Full coverage of the evolution of sediment flux for the active stages of rifting is scarce for 608 

natural examples. However, the Gulf of Suez and Lake Albert rift provide sufficient data coverage and 609 

corroborate our proposed pattern. In the Gulf of Suez, the syn-rift peak in sediment flux coincides with 610 

the rift climax (Phase 2-3), with a strong decrease to low steady sediment flux in the post-rift (Phase 611 

4), followed by a second, climate-induced peak in sediment flux (Rohais et al., 2016; Rohais & Rouby, 612 

2020). The Lake Albert rift  (East African Rift system) exhibits low sedimentation rates during the first 613 

11 Myr of slow extension (Phase 1) (Simon, 2015), followed by a strong increase and maximum 614 

sedimentation rates during the next 4 Myr, reflecting localization and increased fault offset on the 615 

main rift boundary fault (Phase 2). Lastly, a major river capture event, characteristic for Phase 4, 616 

explains the increase in sediment flux in the Zambezi Delta of the East Africa rifted margin (Walford 617 

et al., 2005).  618 

The BQART method (Syvitski & Milliman, 2007) that empirically relates present-day values 619 

of sediment flux of modern river systems to relief, catchment area, and climatic factors, is used to 620 

invert the evolution of sediment flux to infer the past topographic evolution of rifts (e.g., Rohais & 621 

Rouby, 2020; Sømme et al., 2019). Our model results allow independent validation of the BQART 622 

method on geologic timescales. We use maximum topography as a measure of relief and compare this 623 

to the sediment flux of our models. Peak elevation systematically predates peak sediment flux by 1 �± 3 624 

Myr in models with sufficiently high erosion for a river network to develop (Figs. 7 and 8). The 625 

magnitude in peak sediment flux correlates strongly with erodibility consistent with the climatic 626 

factors in the BQART method. These observations show that long time scale temporal changes in 627 

sediment flux reflect coeval changes in topography, consistent with one of the basic assumptions of 628 

the BQART method. However, the magnitude of the peak in sediment flux does not necessarily scale 629 

with the magnitude of topography, indicating a complex relationship between the sediment flux and 630 

relief/topography. This is in accordance with observations from Brewer et al. (2020) suggesting that 631 

relief and paleo-topography are a significant source of uncertainty for estimation of sediment flux with 632 

the BQART method. In our models, the magnitude of topography is mostly sensitive to crustal 633 

strength and to a lesser degree to extension rate. Both peak sediment flux and cumulative sediment 634 
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volume are critically dependent on the feedback between erosion, deposition, and fault offset. A 635 

system with a strong feedback, i.e. slow extension combined with high erodibility, yields more 636 

sediment, compared to a system with fast extension, higher rock uplift rates and topography, and a 637 

weaker feedback. In natural systems independent constraints on tectonic and climatic boundary 638 

conditions and their effect on topography and sediment flux may help to refine the BQART method 639 

for reconstructing the topographic evolution of rifts from the sedimentary record. Our results also 640 

demonstrate a time lag between peak rock uplift rate, topography, and sediment flux, which is mostly a 641 

function of the extension rate (Fig. 7, S3a). If the extension rate is low, peak uplift rate precedes the 642 

major pulse in sediment that is delivered to a basin by several million years (e.g., 5 Myr for model 643 

M2). This may help to refine the understanding and interpretation of sedimentary records, when it 644 

comes to attributing changes in sediment flux to tectonic events. 645 

In summary, the temporal evolution of the sediment flux follows a distinctive pattern. It 646 

reflects the successive phases of the tectonic and geomorphic evolution of the rift system, which can 647 

also be observed in natural systems. The magnitude of the peak in sediment flux depends on the 648 

erosional efficiency, but also on the magnitude of topography as controlled by crustal rheology. The 649 

duration of the phases and the timing of the sediment flux peak(s) depend on the extension rate and the 650 

erosional efficiency. 651 

4.3 Comparison with previous model work and limitations of our modelling approach 652 

Earlier studies investigated continental extension using numerical models, emphasizing the evolution 653 

of the late stages of rifting or passive margin formation. Several of these studies focused on the role of 654 

crustal rheology and surface processes ���H���J�������$�Q�G�U�p�V�(�0�D�U�W�t�Q�H�] et al., 2019; Beucher & Huismans, 655 

2020; Buiter et al., 2008; Theunissen & Huismans, 2019), whereas others focused on the interplay of 656 

crustal rheology and extension rate (e.g., Naliboff et al., 2017; Svartman Dias et al., 2015; Tetreault & 657 

Buiter, 2018). Our study is the first to test the sensitivity of continental rifting and the associated 658 

surface process response to the combined effects of crustal rheology, extension rate, and erodibility. 659 

 Our results corroborate the role of crustal rheology controlling the coupling between crust and 660 

mantle, with stronger coupling resulting in more localized and focused deformation (e.g., Theunissen 661 

& Huismans, 2019) leading to higher elevation of the rift shoulders (e.g., Beucher & Huismans, 2020; 662 
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Tetreault & Buiter, 2018). Extension rate and erodibility have a subordinate control on crust-mantle 663 

coupling. For a strong coupling, we observe asymmetric rifts (in terms of fault offset and elevation) 664 

during the initial stages of rifting, irrespective of the extension rate. However, in case of slower 665 

extension enhanced offset along the second rift bounding fault leads to symmetric rift structure 666 

towards the end of extension.  667 

 The feedback effect between erosion, sedimentation, and deformation during rifting has been 668 

described in earlier studies ���$�Q�G�U�p�V�(�0�D�U�W�t�Q�H�]���H�W���D�O�������������������%�X�L�W�Hr et al., 2008; Maniatis et al., 2009; 669 

Olive et al., 2014; Theunissen & Huismans, 2019). Also in our case, stronger surface processes lead to 670 

more strain localization ���$�Q�G�U�p�V�(�0�D�U�W�t�Q�H�]���H�W���D�O����������������, more fault offset and prolonged fault activity 671 

(Beucher & Huismans, 2020; Olive et al., 2014; Theunissen & Huismans, 2019) and more symmetric 672 

basins with fewer active faults (Buiter et al., 2008). In addition, we show that the feedback of surface 673 

processes on tectonics is stronger for slower (but longer duration) extension, resulting in larger fault 674 

offset, generating more sediment.  675 

Our models have the following inherent limitations: We do not include temporal or spatial 676 

variations of erodibility in our models and 3D effects of deformation are excluded owing to the 2D 677 

nature of the thermo-mechanical model. We only consider sedimentation offshore below sea level, and 678 

no material is deposited in the continental domain. Thus, any onshore sediment that could be 679 

remobilized later on, is not considered in our analysis of the sediment flux or the total sediment 680 

volume. No material is deposited during the early stages of rifting before the basin has reached sea 681 

level and sediment produced during this time leaves the model domain. However, not including the 682 

sediment generated during early rifting does not significantly change total sediment volume estimates.  683 

5 Conclusions 684 

We use a thermo-mechanical model coupled with a landscape evolution model to investigate the 685 

evolution of continental rifts. Our models aim at resolving the evolution of tectonic activity, the 686 

associated topography and sediment production during rifting, and how they are affected by the 687 

tectonic and surface processes boundary conditions. We show that the degree of strain localization is 688 

critical for the evolution of a rift, and that it is controlled by crustal rheology, extension rate, and 689 

erodibility. Our results corroborate that an increase in erodibility promotes a strong coupling between 690 
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tectonic and surface processes, through the feedback between footwall erosion, hanging wall 691 

deposition, and increased fault offset. We demonstrate that for an intermediate crustal strength, weak 692 

coupling between crust and mantle limits fault offset, which reduces the efficiency of the feedback. 693 

Feedback between tectonics and surface processes is strongest for slower and extended extension 694 

owing to lower uplift rates and prolonged fault activity. Slowly extending rift systems with strong 695 

crust and efficient erosion exhibit a strong coupling between tectonics and surface processes, resulting 696 

in a structurally simple rift, with large fault offset and high sediment production. We reach the 697 

following specific conclusions: 698 

1. Structure, topography, and sediment volume of the rifts are primarily controlled by the degree of 699 

strain localization. 700 

2. Rift systems with strong crust and a high degree of strain localization generate the highest 701 

sediment volumes. For a given erodibility, slower extending rifts produce more sediment than 702 

faster extending rifts, such that a reduction in extension rate by 50% increases the amount of 703 

sediment by 15 �± 40 %. 704 

3. Feedback between erosion and deformation increases fault offset, enhancing rock uplift, and 705 

yielding more sediment. The effect is strongest for systems with efficient erosion (slow extension 706 

and high erodibility) and limited if the coupling between crust and mantle is low. 707 

4. We identify four characteristic phases for the evolution of sediment flux. Phase 1 early-stage rift 708 

initiation is associated with low topography, erosion rates, generating little sediment. Phase 2 rift 709 

growth is associated with uplift along the main rift bounding faults resulting in high erosion rates 710 

and a strong increase in sediment flux. Phase 3 basin-ward migration of fault activity is associated 711 

with slowly decreasing sediment flux. Post rift Phase 4 displays exponential decrease in sediment 712 

flux. Drainage capture of the hinterland during Phase 4 may lead to a transient increase in 713 

sediment flux. The phases of rifting reproduce many characteristics of natural rift systems and can 714 

be, for example, recognized in the northern North Sea, the Gulf of Suez, and the Gulf of Corinth.  715 

5. Our modelling results indicate that for natural examples, the approach of inverting the sedimentary 716 

record for the topographic evolution of rifts is promising. However, the peaks in rock 717 

uplift/maximum elevation predate the peak in sediment flux by 2 �± 5 Myr (depending on the 718 
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extension rate). 719 

In summary, the evolution of a rift in terms of structures, topography and sediment flux reflects 720 

the complex interactions that can occur between tectonic and surface processes. We suggest that future 721 

work could include a more detailed analysis of geomorphic metrics (e.g., catchment area) or of the 722 

stratigraphic architecture. A comparison of these metrics from the model output with natural cases 723 

could also lead to a better understanding of the complicated processes behind continental rifting.  724 
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