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a b s t r a c t 

The Multi-viewing, Multi-channel and Multi-polarisation Imager (3MI) on board the Metop-SG satellites 

will observe polarised multi-spectral radiances of a single target within a very short time period from the 

visible to the shortwave infrared region with daily global coverage. In order to provide the users of 3MI 

data with an easy to use and well characterised radiance product EUMETSAT will make a geoprojected 

and regridded 3MI level-1C product available to users within 70 min of sensing. The paper describes the 

methodologies of geoprojection and regridding used for the processing of such a product. In addition, 

the colocation of ancillary information, in particular from the METimage 20-channel imager providing 

subpixel information of the radiance field and of clouds is described in detail. The latter information 

is provided as colocated geometric average values in the product and is also used to provide a realis- 

tic scene-dependent error introduced by the radiance regridding. Initial estimates, using a synthetic test 

dataset of top-of-atmosphere radiances of 3MI and METimage at native instrument resolution, provide an 

upper limit for the additional radiance error contribution depending on the scene homogeneity. Colocated 

METimage cloud-top height information is also used for parallax correction of the coregistered radiance 

data either to the cloud height or to the surface elevation, depending on the origin of the dominant 

radiance signal within the line-of-sight. 

© 2018 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Characterising the interaction of dry and wet atmospheric par-

icles (aerosols and clouds) and their microphysical properties re-

uires the measurement of multi-spectral, polarised radiances over

 wide range of scattering angles, in order to maximize the num-

er of independent pieces of information which can be simultane-

usly retrieved on particle properties [18,15] . Multi-angle observa-

ions also support the sampling or screening of angular scattering

eatures such as rainbow and glint and allow the assessment of ef-

ects of geometrical structures (such as cloud extent and shadow-

ng effects). In addition multi-angle polarised measurements allow

he characterisation of surfaces through the derivation of their po-

arized bidirectional reflectance distribution function [13] . 

Ideally, for an accurate retrieval of aerosol and cloud proper-

ies, simultaneous polarised and total radiance measurements of

 single target under a wide range of observation angles would
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e required. Although instrument concepts for simultaneous po-

arised light measurements exist [19] they have not yet been flown

n a satellite platform, and to date no satellite instrument con-

ept for simultaneous multi-angle observation of a single target ex-

sts. The SPEXone instrument, using a spectral modulation technol-

gy with simultaneous polarised light measurements, is now se-

ected for the NASA PACE mission, to be launched in the timeframe

f 2022–2023 [20] , together with a second snapshot polarimeter,

he HARP-2 instrument, and the Multi-Angle Imager for Aerosols

MAIA), to be launched in the timeframe of 2021, will also provide

ear-instantaneous polarization measurements at a rate of 28 Hz

4] . For an overview of polarimetric remote sensing missions we

efer to [5] . The Multi-viewing, Multi-channel, Multi-polarisation

mager, 3MI, to be flown as part of the EUMETSATs Polar System

econd generation (EPS-SG) on board the Metop-SG satellites, with

 targeted launch in 2022, will observe polarised multi-spectral ra-

iances of a single target within a very short time period from

he visible to the shortwave infrared region, and will provide daily

lobal coverage. 
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The EPS satellites and their space-borne sensors were defined

to support operational meteorology, climate monitoring, and other

environmental services from low earth orbiting systems, comple-

mentary to geostationary systems such as the Meteosat family of

satellites. In this context, EPS has provided continuous observations

of the atmosphere at the global Earth scale since 2006. The op-

portunity to take advantage of polarimetric measurements in this

framework was brought forward when defining the EPS-SG satel-

lites and sensors [17] . As a consequence, 3MI, an improved follow-

on of the POLDER sensors, was proposed to fly with other sensors

designed to provide more continuity with the first generation of

EPS sensors (e.g. IASI-NG, METimage, and others) [12] . In this con-

text 3MI will provide new improved polarimetric data in a com-

pletely operational and long-term framework, with the EPS-SG sys-

tem providing a series of 3 identical platforms and sensors, each of

which have a lifetime of 7.5 years. 

The multi-viewing, multi-channel and multi-polarisation con-

cept of 3MI is characterised by its wide instantaneous field

of view (IFOV) across-track (ACT) and along-track (ALT) of

2200 × 2200 km ² thanks to its focal plane 2D-CCD detector measur-

ing visible to near-infrared (VNIR) radiation, and an IFOV covering

2200 × 1100 km ² through its 2D-CMOS shortwave infrared (SWIR)

detector [14] . The spatial sampling distance at Nadir is 4 km (which

becomes approximately 5.5 and 9 km at the border and at the cor-

ner of the VNIR footprint respectively). The instrument is equipped

with a single filter wheel with separate optical paths for the two

optical heads. The VNIR detector is used to acquire 9 spectral

bands in the region of 410 to 910 nm, out of which 6 bands are also

measuring the associated state of linear polarisation. The SWIR de-

tector is covering 3 bands between 1350 and 2210 nm, all of which

provide also polarisation information. 

As the satellite moves along its orbit with a ground-speed of

about 7 km/s, a full acquisition sequence is performed, for one

given band, every 22 s comprising four cycles of the filter wheel

(two of which are without acquisitions – see Table 1 ). Conse-

quently, the two IFOVs of the instruments will move by approxi-

mately 154 km ALT on the Earth surface, from one acquisition to

the next for a given spectral band. In this way it is possible to

observe any point on the Earth’s surface within the instrument

ACT under at least 14 different viewing geometries, with about 9 °
separating each of the VNIR acquisitions. For SWIR channels, ad-

ditional intermediate acquisitions are made every 11 s comprising

two turns of the filter wheel (two turns without acquisitions) in

order to mitigate the more limited ALT swath for the SWIR opti-

cal head, leading also to 14 different viewing geometries but with

about 4.5 ° separating each of them and a narrower angular sam-

pling range. For more details on the instrument design we refer to

[12] . 

Because of the rotating filter wheel, 3MI measurements of the

two optical heads are fully sequential in time. The measurement

of radiation for each polarised channel is performed through linear

polarisers oriented at –60 °, 0 ° and 60 ° from the reference direc-

tion with a temporal separation of 0.25 s while all spectral bands

are acquired within 5.5 s corresponding to the duration of one fil-

ter wheel turn ( Table 1 ). Eventually, multiple observations of a sin-

gle target on ground under various observation angles are acquired

over a period of about five minutes. 

These sequentially acquired measurements require an accurate

coregistration of the multi-spectral multi-angle polarised radiance

information for a single target on ground. This process has to be

carried out as accurately as possible in order to minimise the in-

troduction of radiometric errors due to regridding. Moreover these

errors need to be characterised as accurately as possible, so that

they may be introduced in the end-to-end error budget provided

with each 3MI level-1C product, i.e. calibrated and geometrically

rectified Stokes vector components. The accurate coregistration and
egridding of measured radiances to a single target on ground and

he provision of an accurate radiometric error is the main task of

he 3MI level-1C processing of which concept is described in this

aper. 

In addition, the 3MI level-1C product exploits the synergy of

MI with other instruments on board the EPS-SG platform to pro-

ide useful ancillary data used in retrievals of aerosol and cloud

roperties. In particular the 3MI processing makes use of concur-

ent METimage measurements. METimage is a 20 channels cross-

rack scanning imaging spectroradiometer measuring reflected so-

ar and emitted terrestrial radiation in the visible to infrared spec-

ral domain between 0.443 and 13.345 μm providing simultaneous

nd near-simultaneous subpixel information at a spatial sampling

f 500 m at Nadir [16] and therefore allows for the characterisation

f the 3MI subpixel homogeneity of the observed radiance field,

nd for an accurate and flexible treatment of clouds observed un-

er largely similar observation conditions. 

The paper will first describe the individual tasks of the 3MI

evel-1C processing in general terms starting with a description of

he relevant aspects of the instrument observation concept and the

ontent of the level-1B product used as a starting point of level-1C

rocessing. We then proceed with a description of the core regrid-

ing task of the level-1C processor and will introduce the concept

f “overlaps” designed specifically for the needs of a near-real time

perational processing system. Then we describe how the large

mount of angular information which needs to be provided to the

sers is efficiently reduced in the product without significant loss

f accuracy or flexibility. The accurate colocation of ancillary data,

n particular from METimage, is described followed by the level-

C processing strategy to correct the coregistered radiances for the

arallax effect, both under cloud free and cloudy conditions. Fi-

ally we describe a semi-empirical approach to characterise the

rror introduced on the radiometry by regridding and interpola-

ion of radiance data taking both scene and sensor characteristics

nto account. In the last section of this paper we summarize a few

xamples of main 3MI level-1C product parameters derived from

ne orbit in February 2008 from the synthetic test data and add

ome concluding remarks. 

. The 3MI Level-1B product and a 3MI synthetic 

op-of-atmosphere test dataset 

The 3MI level-1B data product is input to the 3MI level-1B to 1C

rocessing ( Table 2 ). 3MI level-1B data provide top-of-atmosphere

tokes vector components of total and linearly polarised radiances

n the native instrument acquisition geometry. The 3MI level-1B

roduct is described in detail in [12] . 

The results presented here rely on a synthetic test dataset of

op-of-atmosphere (TOA) radiances of 3MI geoprojected using its

ative acquisition geometry and in this way mimicking the 3MI

evel-1B product. The observation geometry used for the test-

ata corresponds to three orbits of Metop-A with realistic cloud

elds provided by the Advanced Very High Resolution Radiome-

er (AVHRR) on Metop-A. In addition the TOA radiances as ob-

erved by METimage have also been simulated at their native in-

trument resolution and for the same orbits. The test data simu-

ation software is based on a precise description of orbits and in-

trument models capturing the main assumptions of both the 3MI

nd METimage designs. In particular for 3MI, the channel layout on

oth filter wheels and the measurement timeline have been im-

lemented to realistically represent the acquisition sequence. Then

or each individual FOV acquisition, the line of sight for each pixel

f the VNIR and SWIR detector arrays have been computed and

sed to determine intersects with the Earth ellipsoid from which

eolocation, sun and viewing geometries were computed. Based

n this information, a highly realistic description of the Earth sur-
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Table 1 

3MI filter wheel acquisition sequence of four full filter wheel turns of 5.25 sec each. There are two full turns during which no mea- 

surements are taken (“free wheeling”). The integration time per filter for the VNIR and SWIR optical heads – and where applicable 

for the polarisation P1, P2, P3 (–60 °, 0 ° and 60 °) – is about 40 ms. Note that the 910 channel of the SWIR optical head is used for 

co-registration purposes only and is not available in the level-1 products. 

Time instant nr. Sequence timeline [sec] VNIR Acquisitions (channel, polarizer) SWIR Acquisitions (channel, polarizer) 

0 0.0 Shutter shutter 

1 0.25 490 P1 

2 0.5 490 P2 

3 0.75 490 P3 

4 1.0 555 P1 1370 P1 

5 1.25 555 P2 1370 P2 

6 1.5 555 P3 1370 P3 

7 1.75 410 P1 

8 2.0 410 P2 

9 2.25 410 P3 

10 2.5 670 P1 2130 P1 

11 2.75 670 P2 2130 P2 

12 3.0 670 P3 2130 P3 

13 3.25 443 P1 

14 3.5 443 P2 

15 3.75 443 P3 

16 4.0 865 P1 1650 P1 

17 4.25 865 P2 1650 P2 

18 4.5 865 P3 1650 P3 

19 4.75 763 

20 5.0 910 (910) 

21 5.25 765 

5.25–11.5 …free wheeling / no acquisition …

22 12.5 1370 P1 

23 12.75 1370 P2 

24 13.0 1370 P3 

25 14.0 2130 P1 

26 14.25 2130 P2 

27 14.75 2130 P3 

28 15.5 1650 P1 

29 15.75 1650 P2 

30 16.0 1650 P3 

31 16.5 (910) 

16.75–22.0 …free wheeling / no acquisition …

Table 2 

3MI operational product levels and their content. 

3MI product level Description 

0 Raw instrument data 

1B Calibrated and geo-located radiance data for individual 3MI images 

1C Co-located and co-registered radiance data for all 3MI observation angles at a given fixed geo-location grid-point. 

2 Geophysical parameters (cloud, aerosol, …) 
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ace/atmosphere properties was produced for each ground target

ncluding surface anisotropic reflectance models (land and ocean),

ertical profiles of both aerosol and cloud distributions and their

ptical properties, and description of atmosphere meteorological

hermodynamic states among others. Aerosol information in par-

icular was obtained from the aerosol MACC reanalysis whereas

loud properties are described using a combination of AVHRR de-

ived cloud products and ECMWF reanalysis for the description of

ater content vertical distribution. Information on cloud fields and

urface properties are provided at a high resolution corresponding

o the instrument native resolution whereas aerosol and meteoro-

ogical parameters fields have coarser resolution corresponding to

odel outputs. Those information were set as input to a radiative

ransfer simulation software (ARTDECO 

1 ) in order to compute TOA

adiances observable from the instrument. The end-to-end simula-

ion results in a highly realistic test dataset at L1B that can be used

o test the L1C processor described in this paper. A description of

he test dataset is provided in [8] . 

Fig. 1 shows synthetic TOA radiance information as would be

rovided by the 3MI level-1B product geoprojected to the native
1 http://www.icare.univ-lille1.fr/projects/artdeco 

t  

o  

u  
cquisition geometry of the 3MI instrument and for a channel of

he VNIR optical head at 443 nm and of the SWIR optical head at

130 nm. The results are provided both in the L1B and in the L1C

roduct as unitless reflectance factor values R f per spectral channel

ith 

 f = π
L 

F 0 
d 2 , 

here L are reflected Earthshine radiances and F 0 is the channel

ntegrated solar irradiance constant at TOA at the time of the ac-

uisition, corrected for sun-earth distance d variations in astro-

omical units. Since the 3MI instrument measures radiance values

hrough linear polarisers arranged at 0 °, −60 ° and 60 °, the corre-

ponding Stokes vector components I, Q and U are derived by ap-

lying the Muller matrix coefficients for all detector pixels of the

nstrument as described in [12] . The 3MI product therefore pro-

ides reflectance factor values for these Stokes vector components

, Q, U and their corresponding radiometric errors separately and

hey have to be divided by the cosine of the solar zenith angle to

btain values of reflectance. From these radiances the frequently

sed degree of linear polarisation (DoLP) can easily be calculated

http://www.icare.univ-lille1.fr/projects/artdeco
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Fig. 1. TOA radiance information from the synthetic 3MI test dataset provided in reflectance factor values as in the 3MI level-1B product. The top row shows total reflectances 

for the 443 nm band (left column) VNIR and for the 2130 nm band (right column) of the SWIR optical head of the instrument for one IFOV of each channel acquired 

simultaneously during the same filter wheel turn. The lower row shows the same but for the corresponding polarised reflectances P . 
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2 + U 
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I 
. 

Fig. 1 shows total reflectance factor values derived from I and

the corresponding polarised reflectance factors of P for both chan-

nels, where P is defined as the square root sum of the reflectance

factor values for Q and U . 

3. The Level-1C concept 

Users of 3MI level-1 radiance data for the retrieval of geophysi-

cal properties will often need to relate multiple 3MI measurements

to a given geolocation for all spectral channels, including the three
tokes vector components and for the full range of available ob-

ervation geometries. Since this coregistration of the temporal se-

uence of 3MI radiances is not straightforward, there is a clear

ser need to make such data available in a well-defined way, on an

asy to handle fixed geo-projection grid and including a complete

haracterisation of the associated regridding errors. At the same

ime, the multi-dimensionality of such data calls for a user-friendly

eolocated product including ancillary data such as terrain height

r ancillary information from other sensors on EPS-SG, e.g. from

ETimage. 

The 3MI level-1C product processing therefore comprises: 

• The geoprojection of 3MI IFOV data (L1B) onto a fixed geo-

reference grid ( Section 4 ); 
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Fig. 2. A fixed sinusoidal grid (Sanson-Flamsteed projection) is the chosen reference for the coregistration. By default, the grid configuration of 28 points per degree of 

latitude is chosen, so that the point size is close to the nominal Nadir ground resolution of the instrument (4 km). But any other configuration can potentially applied for 

the level-1C processing without changes to the processing itself. 
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• The coregistration and regridding of observation data to the

fixed grid in a limited target “overlap” region to facilitate fast

near real time data dissemination ( Section 5 ); 
• The efficient provision of accurate information on the observa-

tion geometry for all individual measurements ( Section 6 ); 
• The colocation of ancillary data and its use for parallax correc-

tion and additional scene information also included in the for-

mer ( Section 7 and 8 ); 
• The estimation of the radiometric errors associated with geo-

projection and regridding depending on observation conditions

( Section 9 ). 

. Geoprojection of data 

The level 1C processing uses geo-referenced fully calibrated ra-

iances at the instrument native resolution (level-1B data) and

rojects them to a common grid. Note that the multi-polarisation

easurements taken by the instrument at three different polarisa-

ion angles (–60 °, 0 ° and 60 °) are already coregistered at level 1B,

roviding the full Stokes vector in I, Q , and U at every observation

ngle and for 9 out of 12 spectral channels [12] . 

The geoprojection is done with respect to a fixed grid sinusoidal

anson-Flamsteed projection ( Fig. 2 ), which already has been used

efore as target reference grid for POLDER and PARASOL level-1C

roducts [3] . The sinusoidal Sanson-Flamsteed projection has been

hosen mainly because of its equal area properties and the flexibil-

ty of its pixel size configuration (set by default as close as possi-

le to the nominal Nadir ground resolution of the instrument, i.e.

t approx. 4 km sampling distance). 

In order to achieve an accurate geoprojection to the fixed grid,

he 3MI L1B to 1C processor uses a strategy of “inverse” location

rom the pixel centre of a defined overlap area back to the instru-

ent detector surface (see Fig. 3 ). The “inverse” location procedure

ims at calculating the coordinates (generally fractional) of the fo-

al plane pixel “C” associated with a target pixel “O”. 

This procedure therefore includes the transformation of line of

ight (LOS) vectors into pointing angles in the satellite nominal ref-

rence frame and finally in the instrument reference frame, thus

equiring an accurate knowledge of the satellite orbital and atti-
ude parameters, of any instrument mounting offset, and of the

ocal plane model (i.e. an invertible relation between each focal

lane pixel’s coordinates and the respective pointing angles, which

akes into account all the effects of the instrument optics). 

The tools used to perform the inverse location (as well as other

eometrical calculations such as orbital and attitude propagation)

re the EO 

–CFI libraries, provided by ESA and maintained for sev-

ral earth observing missions (including EPS-SG) [6,7] . The opera-

ional and precise information on the satellite orbital parameters

re provided by EUMETSAT. The pointing accuracy of the instru-

ent will be characterised on-ground and also regularly checked

n-flight, which requires the monitoring of any potential mounting

nd pointing offset of the instrument. 

A specific test has been carried out to assess the intrinsic ac-

uracy of the inverse location function provided by the EO 

–CFI li-

rary. Taking as a reference a simplified instrument focal plane

odel, for several focal plane pixels the corresponding line of sight

as elevation and azimuth of pointing) and geolocation of the tar-

et on the ground have been calculated (i.e. direct location). Then,

rom the ground target, the line of sight to the satellite is calcu-

ated through the inverse location function and compared with the

nitial line of sight. The comparison shows that the “inverted” line

f sight is basically identical to the “direct” one (with an absolute

ifference of the order of 10 –9 °), thus confirming that the error in-

roduced by the inverse location function is negligible. At the same

ime, the on-ground characterised pointing accuracy of the instru-

ent optics can be verified only to approximately a tenth of the

nstrument resolving power, using reference measurements, such

s those from METimage with significantly higher spatial sampling

approximately 500 m compared to 4 km of 3MI at Nadir). This

eans that the theoretical accuracy of the inverse location method

s about four orders of magnitude higher than the pointing knowl-

dge of the instrument and can therefore be neglected with re-

pect to the latter. 

While the intrinsic accuracy of the inverse location method is

ery high, it is therefore limited by the knowledge of the instru-

ent pointing accuracy. And in contrast to image matching tech-

iques, the inverse location method however does not benefit from

ny compensation of errors or any auto-correction of instrument
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Fig. 3. Top panel: Inverse location strategy. A particular line of sight (LOS) angle γ is defined from an arbitrary target “O ” on the Earth surface back to the focal plane 

instrument, thus deriving the fractional coordinates of the focal plane pixel which would have sensed the target O . Lower panel: For the parallax correction of the LOS angle 

γ to γ ′ the geodetic height of target O is taken into account using ancillary information (geoid, digital elevation model terrain altitude or cloud top or scattering layer 

height). 
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Section 8 . 
aging (or similar) effects linked to the knowledge of instrument

pointing accuracy. The high intrinsic accuracy of the method also

comes with the downside of initially higher computational costs

per individual signal registration, since the registration has to be

carried out for each target pixel individually, and not, like most

image matching techniques, for all or for a large number of pixels

at once. 

The use of the inverse location technique on the other hand al-

lows the so-called parallax correction to be performed at no addi-
ional cost, making the end-to-end processing of coregistered and

arallax corrected signals both accurate and efficient. This is shown

n the lower panel of Fig. 3 . In order to take into account the height

bove the surface of a grid point O (e.g. the actual elevation or

he cloud-top height, which are standard input from the DEM and

he METimage cloud parameters), it is sufficient to define the LOS

rom the actual geodetic height of the target ( R + P x ), instead of

he ellipsoid surface ( R ). For more details on parallax correction
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Fig. 4. Examples of overlapping ground footprints of super pixels of roughly 11 by 11 detector pixels (lower row) of subsequent instrument acquisitions. The top row shows 

the position of the super-pixels on the IFOV. The left and middle columns show examples of overlaps for different spectral bands at the same viewing angle and at different 

positions in the IFOV. The right column shows the footprint for the same band acquired for different views. Overlapping footprints of super-pixel for two different acquisitions 

are shown in black and light grey in the lower row. 
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i  
. Coregistration, regridding and the concept of “overlaps”

Fig. 4 shows various examples of overlapping IFOVs between

uccessive instrument acquisitions, either for different spectral

ands at one view angle, or of the same band acquired for differ-

nt views. The overlap geometries of the individual detector-pixel

ootprints on ground vary significantly depending on the time dif-

erences involved and the position within the instrument swath (i.e

epending on the distance from the sub-satellite point). 

In addition, the processing has to be carried out such that

hunks of data (“granules”) of a configurable amount, i.e. during

 configurable time of sensing, can be processed and disseminated

o the end-user with high timeliness, as required by the EPS-SG

verall end-user requirements (i.e., within 70 min of sensing time).

ere, the lower time limit for data acquisition – during which the

nstrument has acquired a full sequence of multispectral and mul-

idirectional observations for a single target on ground – has how-

ver to be respected. Taking as a reference the size of the VNIR

ootprint, the maximum number of views of the same target that

he instrument is capable of acquiring is set to 14. Since one fil-

er wheel turn takes 5.5 s, a set of 14 views is acquired within

 × 5.5 × 14 = 308 s. This is the minimum input view buffer which

ffectively defines an area on the target coregistration grid ( Fig. 5 ),

hich we call one 3MI “overlap”, and for which all the grid pixels

ave been seen by all spectral acquisitions, and under all obser-

ation angles (“views”). The coregistration of the measurements to

he overlap generates the shortest possible level 1C data granule.

nce a new instrument view is available, the set of input views

s updated, and another adjacent overlap area is defined and pro-

essed. 

In case the overlap area was derived simply by the footprint in-

ersection of the 14 views of an input set (i.e. by the maximum

verlap area), it would have a significant and varying overlap with

he next (and previous) overlap area ( Fig. 5 b). Since the coregistra-

ion calculation is overall quite costly it is important to avoid pro-

essing overheads by coregistering measurements to an individual

rid point twice. For this reason the actual overlap area is a subset

f the maximum available overlap area and it is derived by a por-

ion of the VNIR IFOV, so that the next overlap area is adjacent to
he proceeding one ( Fig. 5 c). In other words, the along track length

f this portion ( ∼145 km) is mainly driven by the ground speed of

he satellite ( ∼7 km/s) and the acquisition time of one view (22

ec). Each overlap area is therefore further reduced by processing

nly those pixels which have not already been processed before, or

ill be processed thereafter. This precalculation of the overlap area

s important for an efficient implementation of the ground process-

ng chain. 

Once the overlap area for an input set of level 1B views is de-

ned on the coregistration grid, the inverse location procedure is

epeated for each grid point of this area and for all the different

atellite positions for which the multi-spectral and multi-view ac-

uisitions (i.e. those of the input set) were performed. For a given

ongitude and latitude of a target O , identified by the grid indexes

 and I , and given all the required geometrical information as de-

cribed above, the inverse location provides a mapping of O to a

etector pixel C of fractional coordinates l f ,p f ( Fig. 6 ). For a specific

pectral band and a specific viewing direction, the signal coregis-

ered to O is then computed using bi-linear (default) or higher or-

er interpolation of the surrounding detector pixel read-out signals

,p (provided by the level 1B product) to the fractional detector co-

rdinates l f ,p f . The bilinear (or bicubic) interpolation is performed

or every spectral band and every angular view for which an in-

trument acquisition is available. The coregistration grid points are

ssigned to bins, into which coregistered measurements are col-

ected. 

The optimal choice for the interpolation depends on the actual

nstrument point-spread function (PSF) and the shape of the corre-

ponding modulation transfer function (MTF). Since the actual PSF

s not known yet, various options for different interpolation filters

bilinear or bicubic) are implemented in the L1C processor and can

e selected based on the results from the instrument on-ground

alibration or in-flight experience (for a discussion of the associ-

ted errors, see Section 9 ). 

. Provision of angular information 

For each grid point of an overlap, the satellite and solar angle

nformation of elevation and azimuth angle in the topocentric ref-
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Fig. 5. (a) Example of a first, middle and last IFOV (view 1, 7 and 14) defining a common overlap area. b) Two consecutive maximum-intersection areas for the first 14 IFOV 

of a) and when removing the first view and adding the next view (view 2 to 15). c) A single maximum-overlap as in b) (red) and the common overlap area for view 1 to 

14 named one “overlap” (green). It is defined such that the overlap related to view 2 to 15 is perfectly adjacent (d) and multiple processing of the same reference grid-point 

on ground is avoided. 

Fig. 6. The inverse location technique allows the coregistered measurements to be computed through a bilinear (default) or higher order interpolation of the focal plane 

pixels surrounding the fractional pixel determined from the inverse line of sight. 
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Fig. 7. Example of satellite elevation (top) and azimuth (bottom) angles as a function of time offset within an overlap, for different distances from the satellite ground track. 
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overlap area for the linear fit of the solar azimuth angle. 
rence frame must be computed and provided for further scien-

ific processing. For each grid point the number of angles to be

rovided is theoretically high with 672 angles per individual target

i.e. 4 angles for each of the 14 views and for 12 spectral bands).

ncoding the full angular information would therefore significantly

ncrease the size of the level 1C product. For this reason the ab-

olute solar and satellite angles are provided only for the average

atellite position within the 14 angular views (the average position

ver one wheel turn). For those users who however are interested

n the exact angles relative to the single spectral acquisitions, a set

f coefficients is provided for their accurate reconstruction. The fit-

ing procedure developed yields an angular data volume reduction

f up to 95% compared to encoding of the full satellite angular in-

ormation. 

For all grid points of one overlap, the angle fit has to cope

ith the motion of the Sun and the satellite during a time period

f 308 s, corresponding to the sensing time of the input level 1B

iews. For the solar angles the problem is simple since, from the

erspective of an observer on the Earth’s surface, the sun position

aries only very slowly in 308 s and therefore a linear fit of solar

eometries is sufficient to provide accurate values of zenith and

zimuth angles. The problem is more challenging for the satellite

or which elevation and azimuth angles undergo rapid changes in

ime, mainly determined by the distance of the observer from the

atellite ground track ( Fig. 7 ). 

Therefore a dedicated fitting algorithm based on a simplified or-

ital model has been developed for the satellite angles. The user
f the level-1C product is then provided with a small set of coeffi-

ients and a set of dedicated functions to reconstruct the elevation

nd azimuth satellite angles: 

• Two coefficients valid for all points of the overlap area, i.e. the

normalized satellite orbit radius ( R h ), the apparent angular ve-

locity of satellite ( ω); 
• Three coefficients for each point of the overlap area, i.e.: the an-

gular ACT distance from the ground track ( δ), the time shift to

be applied to the fitting functions ( τ ), the azimuth offset ( φoff);
• Two special fitting functions c θ ( t ) and c φ( t ) for the cosine of the

satellite zenith angle and for the cosine of the satellite azimuth

angle, defined as: 

c θ ( t ) = 

R h cos δ cos ωt − 1 √ 

R 

2 
h 

− 2 R h cos δ cos ωt + 1 

c φ( t ) = 

sin ωt √ 

1 − cos 2 δ cos 2 ωt 
. 

For the reconstruction of the solar angles the following set of

oefficients and equations are provided: 

• Two coefficients m z , q z (slope and offset) for each point of the

overlap area for the linear fit of the solar zenith angle; 
• Two coefficients m a , q a (slope and offset) for each point of the
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Table 3 

Time offsets in seconds of the common and unique VNIR (V) and SWIR (S) views. Only a maximum of 12 views of the SWIR band can be coregistered to one target because 

of the smaller detector layout. Depending on the position over the orbit the SWIR views range from view idx 3 to 14 up to 6 to 17. 

view idx ( v ) 0 1 2 3 4 5 6 7 8 9 0 11 12 13 14 15 16 17 18 19 20 

Optical head V V V V/S S V/S S V/S S V/S S V/S S V/S S V/S S V/S V V V 

Time offs 	t v −143 −121 −99 −77 −66 −55 −44 −33 −22 −11 0 11 22 33 44 55 66 77 99 121 143 

Table 4 

Time offsets in seconds of the single spectral bands acquired during a single VNIR/SWIR view (see also Table 1 and [12] ). 

band idx ( k ) 0 1 2 3 4 5 6 7 8 9 10 11 

Wl VNIR 410 VNIR 443 VNIR 490 VNIR 555 VNIR 670 VNIR 763 VNIR 765 VNIR 865 VNIR 910 SWIR 1370 SWIR 1650 SWIR 2130 

Time offs 	t k –0.75 + 0.75 –2.25 –1.5 0 + 2.0 + 2.5 + 1.5 + 2.25 –1.5 + 1.5 0 

Fig. 8. Topocentric Earth reference frame used for the 3MI level 1C and higher products. Angles are defined with respect to North and counted clock-wise. The green shaded 

area illustrates one overlap of the level-1C product. Red dots: 2 different viewing geometry target points on the grid are illustrated, one in backscattering geometry (target 

1) and the other in forward scattering geometry (target 2). 
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The complete angle reconstruction functions for the time vary-

ing satellite zenith and azimuth angles are: 

θsat ( t ) = co s −1 [ c θ ( t − τ ) ] , 

φsat ( t ) = φoff + sgn ( δ) · co s −1 
[
c φ( t − τ ) 

]
, 

and for the Sun: 

θsun ( t ) = m z t + q z , 
φsun ( t ) = m a t + q a . 

In this way the angles can be reconstructed for each grid point

at a specific time offset t off, depending on the spectral band and

view of interest. Tables 3 and 4 report the spectral band ( 	t k ) and

view ( 	t v ) offsets for the case in which 14 VNIR and 12 SWIR

views are coregistered to the output overlap area. For a specific

spectral band of a specific view the sampling time offset t v,k is then

calculated as: 

 

v ,k = 	t v +	t 
off k. 
For example, if the satellite angles have to be derived for VNIR

and at 765 nm for view 12, then the fitting functions will be eval-

ated at t off = 22 + 2.5 = 24.5 seconds. 

For every angular value reconstructed with this algorithm, a

heck on the result should be performed in order to make sure

hat the angle falls in the range 0 °–360 ° (otherwise 360 ° need to

e subtracted). For details on the derivation of the angular equa-

ions we refer to [9] . 

Fig. 8 shows the definitions of the azimuth and relative azimuth

ngles as applied for 3MI processing. 

Within this convention, the scattering angle is 0 ° for backward

cattering and 180 ° for forward scattering of light towards the in-

trument and calculated as: 

= cos −1 [ sin θsun sin θsat cos [ 180 − ( φsun − φsat ) ] 

− cos θsun cos θsat ] . 

Fig. 9 shows the scattering angle over the daylight part of one

rbit of the EPS-SG platform for view 1, 7 and 14 of the VNIR

etector. Fig. 10 shows the minimum, maximum scattering angle
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Fig. 9. Scattering angle as calculated for the solar and satellite zenith and azimuth angles from the L1C product for one simulated EPS-SG orbit (daylight side SZA < 75 °
only). The scattering angle is shown for VNIR view 1, 7 and 14 left to right. 

Fig. 10. The scattering angle minimum (left panel), maximum (middle panel) and its range (right panel) as derived from all 14 VNIR views per fixed-grid point for the 

daylight side (SZA < 75 °) of one EPS-SG orbit. 
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nd its range for each position over this orbit for the VNIR chan-

els. Note that the scattering angle range covered by 3MI measure-

ents for each location over the orbit varies significantly and is

ery narrow in the eastern equatorial region. The scattering angle

ange and its orbital pattern are very different between a morning

rbit (9:30 LT) for EPS-SG and a mid-day orbit e.g. for PARASOL.

ig. 11 shows the SWIR detector observation geometry for views

orresponding to the VNIR views 5, 7 and 10. Fig. 12 shows the

orresponding SWIR channels minimum, maximum scattering an-

le and its range for each position over the orbit. 

. Colocation of ancillary data 

The L1C processor contains a generic colocation module, which

an colocate ancillary information provided at similar or larger

patial resolution, or at significantly higher spatial resolution. In

ase the ancillary data provided is of similar or higher spatial res-

lution the colocation method of choice is a polygon-polygon in-
ersection method, for which the 3MI pixels are represented by

 polygon of 4 vertices around the centre location (provided by

he level-1B product) and the ancillary data by a polygon with n-

ertices depending on the footprint characterisation (e.g. an ellip-

oid footprint would be represented by 8 vertices as a best com-

romise for accuracy and processing cost). Detector pixel polygons

rojected on the earth surface (or the geoid) have significantly dif-

erent shapes and span different areas depending on how close

hey are located to the sub-satellite point (see grey and black sub-

et of pixel projections in Fig. 13 ). 

For the 3MI level-1C product the most important colocation is

owever the colocation with METimage observations provided at a

ignificantly higher spatial sampling (500 m) than the one of 3MI.

n this case the colocation method of choice is a point in poly-

on collection of METimage data, where each METimage measure-

ent is treated as a dimensionless point measurement and a set

f measurements is identified within one 3MI observation ( Fig. 13 ).

inary cloud-flag information from METimage (cloudy/non-cloudy 
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Fig. 11. Same as Fig. 9 but for the SWIR channels and for observations corresponding to VNIR view 5, 7 and 10. 

Fig. 12. Same as Fig. 10 but for the SWIR channels scattering angle minimum (left panel), maximum (middle panel) and its range (right panel). 

Fig. 13. 3MI footprints for colocation with ancillary data are represented as polygons with 4 vertices around the centre pixel location (provided by the level-1B processing). 

The grey and black polygons show a small subset of pixels of the IFOV close to the Nadir point (black) and towards one edge of the IFOV (grey). Here we present the case 

for a point in polygon colocation approach (see inlay at the bottom), which is predominantly used in the L1C processor for colocation of METimage observations taken at 

significantly higher sampling (500 m) and treated as dimensionless points. Depending on the 3MI observation geometry, the projection of the detector pixel polygon on 

ground can cover quite different areas (lower right side), which then affect the selection of associated METimage point observations and therefore the aggregated METimage 

ancillary data result. 
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Fig. 14. Simultaneous METimage observations are available for the 3MI Nadir full swath only. As a consequence colocated METimage information, like cloud-fraction, CTH 

and scene-inhomogeneity for targets observed under off-Nadir geometry exhibit a temporal observation difference of up to 159 s plus a difference in observation geometry. 

Fig. 15. Scene inhomogeneity as derived from colocated METimage radiance measurements and re-gridded to the target fixed grid of the 3MI level 1C product. Low values 

indicate very homogeneous scenes and high values very in-homogeneous scenes from METimage normalised radiance standard deviations at 555, 865 and 2130 nm (left to 

right). 
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ixel information) can then be aggregated to a geometrical cloud-

raction (CFR) associated with one 3MI pixel, and additional ancil-

ary information (like cloud-top height (CTH) or radiances) can be

rovided as geometric mean or standard deviation values. 

However, simultaneous observation of METimage with a simi-

ar observation geometry is only available for the Nadir part of the

MI full swath ( Fig. 14 ). The time difference between the same tar-

et observed by METimage and 3MI at the largest observation an-

les is ±159 sec and the difference in observation angle further re-

uces the observed signal response correlation. Therefore the level-

C product also provides a simpler colocation of METimage and

urface properties (snow/ice and land fraction) colocated directly

o the target pixel. 

METimage’s subpixel information is provided in the EPS-SG

round segment to the L1C processing chain by an intermediate

fast-track” L2 product dedicated to the 3MI L1 and L2 processing

hain. This intermediate product provides a cloudy or non-cloudy

ixel flag and a CTH estimate. The METimage CTH used here is part

f the “fast-track” operational pre-processing of cloud information

n the METimage level-2 operational processing chain. The CTH re-

rieval algorithm uses the visible imaging of METimage in the oxy-

en A-band [2,10] . The L1C processing in addition receives radiance
elds from three channels of METimage: 555, 865 and 2130 nm.

rom the point-in-polygon collection of signals, both from the “na-

ive” grid-pixel colocation and the “direct” colocation to the fixed

egistration-grid, the L1C processor produces a 3MI pixel averaged

uantity using cloud-mask, CTH, and radiance information from

ETimage, in order to provide cloud-fraction, average CTH, and

cene-inhomogeneity for the individual 3MI pixel and as shown in

ig. 15 . The latter is calculated as 

nh = 

σ

Ī 

] 
λMET 

here σ is the standard deviation of the radiance field I as ob-

erved by METimage within a 3MI pixel for all three METimage

avelengths λMET provided and Ī is the mean over these radiances.

n principle the width of the 3MI PSF can be taken into account

n any such colocation and averaging process. However, since the

hape of the instrument PSF is not known yet, here the PSF is as-

umed to have a boxcar shape with a width equal to the spatial

ampling distance. 
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Fig. 16. Left: Colocated METimage CTH as provided in the L1C product and used for parallax correction in case the cloud contribution to the signal is more than 50%. Right: 

surface height as geometric mean per detector pixel taken from the ACE2 static digital elevation model [1] . 

Fig. 17. Absolute differences between parallax corrected and non-parallax corrected reflectance factor values for the 443 nm channel, for view 1 (left) and 7 (right). 
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8. Parallax correction 

As introduced in Section 4 , the “parallax correction” comes at

no additional cost with the inverse pointing coregistration method.

The distance from the earth centre R + P (or the centre of the po-

lar coordinate system; see Fig. 3 ) is already required to be calcu-

lated, also in the case where the observer is situated at the geoid

( P = 0). Here we consider three different cases for processing: P = 0

(geoid: “no parallax correction”), P = surface (using a digital ele-

vation model (DEM): “parallax correction to DEM”), and P = CTH

(“parallax correction to cloud-top height”). 

Parallax correction to the DEM and to the geoid is straight for-

ward since R + P is provided by a static relation or DEM database.

For the choice of a parallax correction where P = CTH the L1C pro-

cessing implements the following algorithm. Since CTH informa-

tion is also available at subpixel scale from colocated METimage
TH information, we investigate for any target O the relative radi-

nce contribution from the surface and from the cloud top. This

s done by co-locating all METimage radiance values inside the

MI detector-pixel footprint around target O , assigning them us-

ng the associated METimage cloud-mask to a cloud-free or cloudy

in, then calculating from each bin total integrated cloud-free and

loudy radiance values. A decision on the “dominant signal” is then

ade based on the total integrated radiance coming from cloudy

r from non-cloudy pixels. Currently the separation is made at the

0% threshold. This means that in case the integrated radiance of

he cloudy METimage observations is larger than the integrated ra-

iance of the non-cloudy ones, the parallax correction is carried

ut according to the CTH of the cloudy pixels. If the signal of

he clear pixels dominates, the parallax correction is carried out

ccording to the averaged surface elevation as obtained from the

EM for the clear pixels. 



R. Lang, G. Poli, B. Fougnie et al. / Journal of Quantitative Spectroscopy & Radiative Transfer 225 (2019) 91–109 105 

Fig. 18. Top-panels: Coregistration error derived as residual between coregistered L1C reflectance factor values and a simulated “perfect” L1C dataset for channel 443, 865 

and 2130 nm (left to right column) and for view 1. Lower panels: The predicted L1C error based on colocated METimage scene-inhomogeneity data (see Fig. 15 ) for the same 

channel and view. 
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Fig. 16 shows an example of DEM and CTH data colocated to the

oregistration grid and Fig. 17 shows the differences between par-

llax corrected and non-parallax corrected reflectance factor values

or two distinct views of the 443 nm channel. 

The CTH provided by a METimage “fast” and intermediate pro-

essing dedicated for 3MI L1C processing in the EPS-SG ground

egment is retrieved using oxygen A-band absorption measure-

ents from the METimage channels. The CTH is therefore sen-

itive to the optically thicker case, in case of multi-layer clouds,

nd therefore is more representative of an averaged mean scat-

er height instead of the maximum geometrical CTH for any given

cene. 

. Estimate of the radiometric error due to spatial aliasing and 

egridding 

The overall radiometric error of the coregistered and resampled

adiances provided in the L1C product consist of four components:

1) The instrument noise; 

2) The uncertainty in the instrument absolute radiometric knowl-

edge; 

3) The uncertainty knowledge of the observation geometry per ac-

quisition. This uncertainty has three components: 

a the pointing error of the instrument, 

b the position error of the satellite, and 

c the error of the inverse geometrical model (using EO 

–CFI). 

4) The error introduced by spatial aliasing and the associated in-

terpolation method when regridding the data towards the tar-

get. 

All of these error components impact directly or indirectly the

adiometry at level-1C, especially when the target fixed grid area

s not spatially homogeneous. 

Note that the L1C product will however not attempt to provide

n error estimate of the absolute radiance accuracy and of any bi-

ses introduced by deficiencies in the accurate knowledge of the

nstrument calibration (both on-ground and in-flight) – point 2)

nd 3). The absolute product accuracy (like the accuracy of the
ointing knowledge) will be subject to extensive validation cam-

aigns during commissioning and to the continuous monitoring

nd validation effort s carried out during the operational phase of

he mission at EUMETSAT based on the experience from in-orbit

icarious calibration methods applied to PARASOL [11] . Instead the

1C product will provide an estimate of those contributors to the

adiometric error which can be used (e.g. in sub-sequent retrievals

f geo-physical parameters) as randomly distributed errors (point

). The instrument noise component σ is provided by the L1B

roduct as input to the L1C processing. In the following we will

hen provide a way to estimate the introduced error by spatial

liasing (essentially the insufficient sampling or under-sampling of

he PSF) and regridding (interpolation; point 4), using the subpixel

nhomogeneity information provided by METimage (see above).

he spatial aliasing error is derived such that it can be used as

n additional noise component added to the instrument detector

oise and used within e.g. a data-assimilation system. The overall

andom error of the radiances at L1C provided in the product is

hen given by 

 err = 

√ 

E 2 + σ 2 

here E is the random error contribution due to spatial aliasing

nd regridding provided for all derived Stokes vector components. 

The overall coregistration and regridding error results from sig-

al interpolation of all detector pixel read-outs surrounding the

ractional detector pixels associated with the target point O (see

ig. 3 ) and the spatial aliasing (due to under-sampling) of the

nstrument detector signal sampling at spatial frequencies above

yquist frequency. The associated signal error E then depends on

he interpolation method, the shape of PSF of the instrument, and

n the projected signals. In case the resulting MTF has a con-

iderable amount of the total energy associated with frequencies

bove the Nyquist-frequency, those spatial frequencies will result

n an incorrect transfer of information during the interpolation,

lso known as spatial aliasing. This error is unavoidable in case

ny regridding of the native instrument grid is carried out, and is

 function of the instrument spatial resolution and the observed

patial frequencies. The error due to spatial aliasing therefore does
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Fig. 19. Top row: Reflectance factor values for I and for the same viewing geometries as presented in Fig. 9 from left to right for the 443 nm VNIR channel (view 1, 7, 14). 

Bottom row: Same as top row but for the 2130 nm channel of the SWIR detector. 
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not depend on the applied coregistration strategy (apart from the

choice of the 2D interpolation method). For instruments with PSFs

of Gaussian shape and a proper oversampling by the instrument

of its spatial resolution the error is negligible. However, this can

only be achieved by optics with significantly lower spatial reso-

lution than the spatial sampling of the detector (so for 3MI this

would mean an optics with a significantly lower resolution than

4 km). At the same time the dynamic range of the signal-to-noise

response of the instruments may suffer, since less total energy is

focused on one detector pixel for the purely Gaussian, oversampled

case. Therefore a trade-off has to be found between a low spatial

resolution and high oversampling on the one hand and high spatial

resolution and low oversampling on the other hand. The former is

associated with low and the latter with high radiometric coregis-

tration errors and also, due to the low over-sampling, a large dy-

namic range of the instrument response i.e. the case for which the

PSF would have a perfect “boxcar” shape (which is essentially the

case for the level-B TOA test dataset used as input for this study). 

Since the error associated with spatial aliasing for any interpo-

lation strategy is predominantly a function of the observed spa-
ial frequencies for any given PSF shape we will use the standard

eviation σ I,J ,MET of the radiances co-located from METimage (i.e.

he previously derived inhomogeneity times the average METim-

ges radiance I over the fixed-grid pixel) within the 3MI coregis-

ration pixel and surrounding pixels, multiplied with the square of

he sine of the scattering angle θ , 

 ( p i ) = Z MET ( p i ) sin 

2 
( θ ) , 

n order to provide a radiometric error estimate E in dependence of

 set of empirical parameters p i associated with the coregistration

tep. The following calculations are performed separately and in

he same way for each Stokes vector component I, Q , and U . There-

ore we drop the Stokes vector dimension for clarity. Z MET is the

esult of a linear combination of i = 0, …,n aggregates of subpixel

cene radiance standard deviations at the target O ( i = 0) and for

urrounding pixels of distance i = 1 ,…,n (in fixed-grid pixel space)

ith weights p i , such that: 

 MET ( p i ) = p 0 S OV + p 1 

( 

0 1 0 

1 0 1 

0 1 0 

) 

 S OV + p 2 

( 

1 1 1 

1 0 1 

1 1 1 

) 

 S OV
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Fig. 20. Same as Fig. 19 but for the polarised reflectance factors P. 
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 S OV + . . . 

ere S OV is the matrix of all standard deviation values σ I,J ,MET 

olocated for all fixed grid pixels of the current overlap. In this

ay the resulting matrix from each order of convolution provides

 matrix associated with O at the fixed-grid point I,J for all ob-

erved METimage radiance standard deviations at pixel distance

 = 0,…, n . For a 2D bilinear interpolation, only detector pixels of

p to i = 1 pixel distance and their associated subpixel σ I,J ,MET con-

ribute to the interpolation error, while in case of e.g. cubic 2D

nterpolation methods higher orders of i may play a role. The lin-

ar regression coefficients p i are then found using a test-dataset

f realistic radiance (and subpixel inhomogeneity) fields and by

omparing the coregistered radiances with a “perfect” L1C dataset,

or which the TOA radiances are calculated directly on the coreg-

stration fixed-grid and are not interpolated from the instrument

ative ground pixel grid (i.e. no regridding error is involved for

he “perfect” L1C product). From this perfect L1C we then derive

 reference dataset of absolute and normalised radiometric errors
 L1CPerfect with E L1CPerfect = | R L1Cperfect –R L1C |, and subsequently the

oefficients p i by minimizing: 

in 

i 

∣∣E L1Cperfect + ln ( 1 − E ( p i ) ) 
∣∣. 

The results for p i for all channels and views (as well as for I,

, U ) are then stored separately. This look-up table (LUT) of coef-

cients p i (in the bi-linear case there are only two coefficients per

bservation) can then be used to derive an associated coregistra-

ion error E(p i ) for any given scene at very low computational cost

nd from the available scene-inhomogeneity information Z MET (p i )

including the surrounding pixel inhomogeneity information), the

oregistered radiance field, and the scattering angle. The process-

ng is done after the processing of each overlap and the associated

adiometric error is reported in the L1C product accordingly. 

Fig. 18 shows the absolute difference in reflectance E L1CPerfect 

hen comparing the coregistered results from the 3MI L1C pro-

essing output R L1C (starting from individual 3MI L1B calibrated

mages) to the TOA reflectance factor values forward modelled

tarting directly from the fixed coregistration grid R L1Cperfect , as

ell as the corresponding predicted error E ( p i ). Results are shown

or view 7 and for 443, 865 and 2130 nm. The METimage scene

tandard deviation values σ I,J ,MET are taken from the collocated ra-

iances of the METimage 555, 865 and 2130 nm bands as shown
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in Fig. 14 . Note that due to operational processing constraints

the radiance values of only three METimage bands (555, 865 and

2130 nm) can be made available for L1C processing. The error pre-

diction of any given coregistered 3MI band will make use of the

one out of three METimage bands, which is spectrally closest. 

The predicted error E ( p i ) represents the true radiometric er-

ror E L1CPerfect quite well on average, but as can be expected, it is

generally not able to capture all small scale variations in the true

E L1CPerfect . In general we consider the performance of the error pre-

diction satisfactory, especially when considering that such an esti-

mate was not available for similar products in the past (because of

the lack of very precisely colocated and simultaneously measured

subpixel scale information). 

For the TOA reflectance TDS used here no PSF has been applied,

also since the actual shape of the PSF of the 3MI instrument is

currently not known. Without a realistic PSF applied to the TDS

provided for the 3MI native instrument grid, the results presented

here can be considered as a worst-case scenario for the associated

coregistration error, since no PSF essentially means a “perfect” box-

car with a very high MTF component of frequencies above Nyquist

(and therefore significant spatial aliasing). To the best of our cur-

rent knowledge regarding the current instruments optical design

the actual PSF of 3MI will be much more Gaussian like and there-

fore the coregistration errors are expected to be smaller than those

presented here. 

10. Results 

Finally, we present some selected examples of coregistered and

colocated reflectance factor values, as provided in the L1C product.

Fig. 19 shows reflectance factor values for simulated top-of-

atmosphere radiance values I for the same orbit and therefore

for the same colocated observation geometries as presented in

Fig. 9 for the 443 nm of the VNIR detector (top row) and for the

observation geometries as presented in Fig. 11 for the 2130 nm

channel of the SWIR detector (bottom row). 

Fig. 20 shows the corresponding polarised reflectance factors P

for the same orbit, channels and observation geometries. 

11. Conclusion and product dissemination 

The Multi-viewing Multi-channel Multi-polarisation Imager

(3MI), to be flown as part of EPS-SG, will provide the capability

to measure microphysical properties of aerosol, clouds and surface

properties with an unprecedented number of independent pieces

of information relating to the large parameter space of these tar-

get variables. Continuing from the multi-angle, polarised measure-

ment capabilities of the POLDER instruments, 3MI will provide an

extended spectral range covering the shortwave infra-red region,

with additional polarisation measurements in the visible and near-

infrared region. With an expected launch of the first of the three

EPS-SG platforms in 2022, and a projected mission lifetime per in-

strument of about 7 years, 3MI will monitor the impact of aerosol

and clouds on atmospheric composition and climate change into

the 2040 s. 3MI data products will make use of the large capa-

bilities of other instruments on the EPS-SG satellites, most no-

tably the cross-track scanning imaging spectroradiometer METim-

age measuring between 0.443 and 13.345 μm at a spatial sampling

of 500 m and thus providing valuable additional subpixel scale in-

formation on scene homogeneity and cloud properties. 

In order to provide to users of 3MI level-1 data a well cal-

ibrated, easy to use dataset, the EUMETSAT operational level 1C

processor will geoproject and regrid the measured Stokes vector

radiances I, Q , and U for all angles and for all spectral bands ob-

served, to each point on a fixed earth surface grid of 4 km res-

olution achieving global coverage within one day below 70 ° lat-

itude. The products will be disseminated in granules of data not
ore than 1.5 h after sensing and each granule of data will contain

ne or more sub-regions of the global fixed grid which are called

overlaps”, observed by 3MI for 14 observation geometries during

5 min of sensing. The level-1C product granules will be dissemi-

ated in NetCDF and the parameter tree is organised such that the

ndividual overlaps contained in the product are easy to merge to

over a larger part or even the full earth fixed-grid. 

The product contains valuable ancillary cloud property informa-

ion, such as cloud-top height and cloud fraction, along with three

alues for subpixel scene homogeneity at 555, 865 and 2130 nm,

olocated and aggregated from the METimage measurements, with

 temporal correlation of less than 2.5 min. In addition land-surface

raction, elevation and snow-ice fraction are also provided. 

Observation geometries are provided in a condensed way for all

pectral channel and viewing angles, by using a set of coefficients

o reconstruct the large amount of angular data with a high preci-

ion. In addition, in case such precision is not needed, the angles

ssociated with the centre wheel position time and for all views

re provided as absolute values. 

Radiance values are provided separately for the I, Q and U com-

onents of the Stokes vector for all polarised channels except, 763,

63, and 910 for which only I is provided. Radiances are repre-

ented as reflectance factor values normalised by the band inte-

rated solar irradiance times π and corrected for the seasonal sun-

arth distance variation. The solar constant values are provided

eparately per channel for reconstruction of radiances if needed. 

All re-projected radiances are parallax corrected either to the

urface height or to the colocated averaged cloud-top height as

rovided by METimage, depending on whether the dominant part

f the observed signal is coming from the surface or from the

loud-top. Again, the latter contribution is evaluated from the

ETimage subpixel scale radiances colocated to the 3MI level-1C

xed-grid. 

Finally radiometric random errors are provided composed of

he random noise detector component and the random compo-

ent introduced by the regridding of the radiance fields to the

xed grid. This latter component is derived from the associated

cene-inhomogeneity as observed by METimage and transferred to

 subpixel homogeneity, which is empirically correlated to the in-

roduced regridding error. In such a way we provide a radiometric

rror component which should be useful for model assimilation or

n optimal estimation or similar retrieval schemes relying on ob-

ervation vector covariance fields of a reasonably Gaussian nature.

he error introduced by geoprojection turns out, in contrast to be

ufficiently small in order to be neglected. 

By providing this kind of geoprojected and re-gridded 3MI

evel-1 dataset with the associated ancillary information we hope

o make a significant long-term contribution to the monitoring of

he aerosol and cloud microphysical properties and their role in

he Earth atmospheric composition and climate. 

upplementary materials 

Supplementary material associated with this article can be

ound, in the online version, at doi: 10.1016/j.jqsrt.2018.12.022 . 
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