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ABSTRACT: We continue our study of the role of curvature in modifying frontal stability. In Part I, we obtained an

instability criterion valid for curved fronts and vortices in gradient wind balance (GWB):F0 5L0q0 , 0, whereL0 and q0 are
the nondimensional absolute angular momentum and Ertel potential vorticity (PV), respectively. In Part II, we investigate

this criterion in a parameter space representative of low-Richardson-number fronts and vortices in GWB. An interesting

outcome is that, for Richardson numbers near 1, anticyclonic flows increase in q0, while cyclonic flows decrease in q0, tending
to stabilize anticyclonic and destabilize cyclonic flow. Although stability is marginal or weak for anticyclonic flow (owing to

multiplication byL0), the destabilization of cyclonic flow is pronounced, andmay help to explain an observed asymmetry in the

distribution of small-scale, coherent vortices in the ocean interior. We are referring to midlatitude submesoscale and polar

mesoscale vortices that are generated by friction and/or buoyancy forcingwithin boundary layers but that are often documented

outside these layers. A comparison is made between several documented vortices and predicted stability maps, providing

support for the proposedmechanism. A simple expression, which is a root of the stability discriminantF0, explains the observed
asymmetry in the distribution of vorticity. In conclusion, the generalized criterion is consistent with theory, observations,

and recent modeling studies and demonstrates that curvature in low-stratified environments can destabilize cyclonic and

stabilize anticyclonic fronts and vortices to symmetric instability. The results may have implications for Earth system models.

SIGNIFICANCE STATEMENT: Considerable progress has beenmade by considering ocean fronts to be in geostrophic

balance. By this, we mean that fluid parcels accelerate as a result of horizontal pressure gradients and Earth’s rotation. A

good example of this is in our efforts to understand symmetric instability, a process thought to impact energy, buoyancy, and

tracer budgets in the ocean. However, we wanted to know how the physics might change if we accounted for centrifugal

forces, or curvature. It turns out that this same question had been asked and answered nearly 100 years ago. However, the

new criteria that we introduce in Part I yield (in Part II) one result that is new: in low-stratifiedwaters, curved cyclonic fronts

become strongly unstable and curved anticyclonic fronts become marginally stable. This suggests that highly curved cy-

clonic fronts and vortices are symmetrically unstable, with potential implications for the aforementioned budgets.

KEYWORDS: Eddies; Fronts; Instability; Ocean circulation; Potential vorticity; Frontogenesis/frontolysis; Vortices;

Angular momentum

1. Introduction

Symmetric instability is a vertical shear instability found

within baroclinic fronts. A unique feature of symmetric insta-

bility is that the flow can be both statically stable (i.e., gravi-

tationally stable) and inertially or centrifugally stable, and yet

is still ‘‘symmetrically unstable’’ owing to the baroclinic nature

of the flow. The instability is often triggered by internal waves

incident on the front (Mooers 1975; Li et al. 2019), resulting in

parcel motion approximately along isopycnals and inclined

relative to the horizontal. This slanted parcel motion is why the

instability has also been referred to as slant-wise convection

(Thorpe and Rotunno 1989), although it should be emphasized

that it is associated with considerably less buoyancy flux than is

typically found in gravitational instability or upright convec-

tion (Bachman et al. 2017). Also, although it occurs in baro-

clinic fronts and can be considered as a form of baroclinic

instability (Stone 1966, 1970), the underlying dynamics and

associated parcel motions are different than those found within

classical baroclinic instability (Eady 1949; Charney 1947).

The subject of symmetric instability has received consider-

able attention recently within the context of oceanic sub-

mesoscale processes and, specifically, within the context of

wind- and buoyancy-forced symmetric instability (Thomas

et al. 2008; D’Asaro et al. 2011; Thomas et al. 2013; Arobone

and Sarkar 2015; McWilliams 2016; Bachman et al. 2017;

Skyllingstad et al. 2017; Buckingham et al. 2019). Here, the

term submesoscale is used to refer to dynamics nominally en-

countered at lateral scales of 0.1–10 km and temporal scales

from hours to days. When compared with flows within the
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quasigeostrophic (QG) regime, fluid flows within the sub-

mesoscale regime are found to possess elevated gradient

Rossby numbers and reduced gradient Richardson numbers

(Thomas et al. 2008; McWilliams 2016), revealing that they are

characterized by enhanced gradients in velocity and density

and yet remain strongly influenced byEarth’s rotation.Moreover,

within boundary layers, vertical stratification is reduced to the

extent that gradient Richardson numbers within fronts can ap-

proach 1. For example, vertical stratifications ofN/f; 20–100 are

common, leading to low-gradientRichardson numbers.Here,N is

the Brunt–Väisälä, or buoyancy, frequency and f is the Coriolis

parameter. Within such low-stratified environments, symmetric

instability within fronts is expected (Stone 1966, 1970). Examples

of such boundary layers include the ocean surface, bottom, and

ice–ocean boundary layers, wherewinds, flowover topography, or

buoyancy-forced convection act to reduce N/f (Legg and

McWilliams 2001; Thomas and Taylor 2010; Thomas et al.

2013; Wenegrat et al. 2018; Naveira Garabato et al. 2019).

Building on several decades of research, Hoskins (1974)

demonstrated that the criterion for symmetric instability can

be stated in terms of the Ertel PV. Employing the model of

Ooyama [1966, their Eq. (19)], Hoskins (1974) found that in

the Northern Hemisphere, symmetric instability is possible

within a front in thermal wind balance (TWB) when q ,
0, where

q5v
a
� =b (1)

is the Ertel PV (Ertel 1942). In this expression, va 5 2V1
=3u’ f ẑ1=3u is the absolute vorticity, = 3 u is relative

vorticity, and, again, f 5 2jVj sinu is the Coriolis parameter

or vertical component of planetary vorticity at latitude u.

Moreover, b 5 2gr/ro is buoyancy, g is acceleration due to

gravity, r is density, and ro is a reference density. Multiplying

by the Coriolis parameter to eliminate the hemispheric de-

pendence, assuming stable stratification and restricting analy-

sis away from the equator, the instability criterion can be recast

in nondimensional form:

q0 5 11Ro2Ri21 , 0: (2)

Here, Ro5 z/f is the gradient Rossby number, Ri5N2/j›zuj2 is
the gradient Richardson number, N2 5 ›zb is the vertical

stratification, and ›zu is the vertical shear of alongfront velocity

u5 (0, y, 0). Also, overbars denote themean quantities. This is

the classic criterion for symmetric instability of a front in TWB

given in terms of nondimensional numbers (Hoskins 1974).

Thus, q0 serves as a discriminant for stability and instability for

flows in TWB.

Most oceanographic studies examining symmetric instability

focus on the Ertel PV as the relevant quantity. While this is

certainly appropriate for fronts in TWB, the authors are un-

aware of any observational studies that have examined the

conservation of absolute angular momentum in concert with

the Ertel PV. However, this quantity enters the expressions for

stability when centrifugal forces are present, a condition that

frequently occurs in the oceans owing to the curvature of fronts

and vortices. Thus, the objective of the first portion of our study

(Buckingham et al. 2021, hereinafter Part I) was to 1) revisit

the criterion for symmetric instability, fq , 0 (Hoskins 1974),

2) determine when the criterion applies, and 3) establish ar-

guments for use of a different criterion as necessary. We

summarize these findings below.

a. A review of the relevant criterion

By revisiting the definition of the Ertel PV, we first found

that density conservation and PV conservation were inextri-

cably linked through Ertel’s PV theorem. This reaffirmed the

notion that PV is a useful measure of stability in the ocean and

atmosphere (Hoskins 1974; Hoskins et al. 1985). Moreover,

since PV is the inner product of absolute vorticity and density

gradients, and as multiplication by f ensures the expression

remains valid in both hemispheres, one observes that the cri-

terion, fq , 0, implicitly contains information essential for

describing the stability of fronts. However, by itself, this argu-

ment does not yield a sufficient criterion for instability. That is,

the Ertel PV, q, or its nondimensional form, q0, is not the ap-

propriate stability discriminant.

We then briefly discussed the frontal models of 1) Hoskins

and Bretherton (1972) and 2) Shakespeare (2016). We noted

that the hyperbolic condition on the partial differential equa-

tion (PDE) governing steady, secondary circulation within the

front gives Hoskins’s criterion: the PDE is elliptic for fq . 0

and hyperbolic for fq , 0 (Holton 1992). We then derived a

comparable governing equation for flows in gradient wind

balance (GWB), sometimes referred to as the Sawyer–Eliassen

equation, obtaining the result that the hyperbolic condition on

the PDE is equivalent to the criterion first proposed by Solberg

(1936) and later proved sufficient by Fjortoft (1950) and

Ooyama (1966). We manipulated the expression, deriving

several forms of the criterion, a few of which we highlight below.

Because of the connection to statements made by Rayleigh

(1917) that angular momentum must always be increasing ra-

dially outward for hydrodynamic stability, one can refer to the

criterion as a generalized Rayleigh criterion, a term universally

adopted by the scientific community. That said, it can equiva-

lently be thought of as a generalized Hoskins criterion, as illus-

trated below [cf. Eq. (6)].

1) DIMENSIONAL FORMS OF THE CRITERION

The criterion, valid for inviscid baroclinic flow on the f plane,

can be written in cylindrical coordinates as follows:

F5

�
f 1

2y

r

�
(f 1 z)N2 2

�
f 1

2y

r

�2

j›
z
yj2 , 0, (3)

where y is the mean azimuthal velocity, r is the radius,

z5 (1/r)›r(ry) is the vertical component of mean relative vor-

ticity, N2 5 ›zb is vertical stratification, and j›zyj2 is the square
of the vertical shear. In the case of a zonally oriented

meandering front (Fig. 2 in Part I), the radius of the vortex r

should be replaced by a signed radius of curvature R and the

azimuthal velocity should be replaced by an alongfront ve-

locity—that is, a velocity in the direction of the gradient wind

shear. Because the baroclinic term in Eq. (3) is negative defi-

nite, it highlights that stability is reduced at ocean fronts owing

to enhanced vertical shear.
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For reference, the mean state is presumed to be in GWB

and is written as

›
r
b5

�
f 1

2y

r

�
›
z
y , (4)

where ›rb is the radial buoyancy gradient.

Two useful forms of the criterion are given below.

Noting that

q5 ( f 1 z)N2 2

�
f 1

2y

r

�
j›

z
yj2 (5)

is the Ertel PV for a flow in GWB and defining Cu5 2y/( fr),

one can rewrite the criterion as

F5 (11Cu)fq, 0 (6)

[cf. Eq. (16) in Part I]. Here, Cu is a signed, nondimensional

number that quantifies the curvature of the flow, which we

refer to as the curvature number.1 This also makes the con-

nection to the criterion of Hoskins (1974) more obvious.

DefiningL5 ry1 fr2/2 as the absolute angularmomentumof a

fluid parcel (Holton 1992), one can alternatively write the insta-

bility criterion as (Kloosterziel et al. 2007; Kloosterziel 2010)

F5 2Lq/r2 , 0 / Lq, 0. (7)

In words, the criterion states that both absolute angular mo-

mentum or the Ertel PV must be positive for stable flow. If

either but not both of these quantities is negative, instability

will occur. It is worth noting that the right-hand side of Eq. (7)

has different units than Eq. (6). In particular, Cu is related toL

as follows: L0 5 2L/( fr2)5 11Cu, where L0 is a dimensionless

form of absolute angular momentum. In summary, both

equations demonstrate that, in the limit of zero curvature, one

recovers the criterion of Hoskins (1974) valid for fronts in

TWB: fq , 0.

2) NONDIMENSIONAL FORM OF THE CRITERION

In much the same way that the criterion, fq , 0, can be re-

written in nondimensional form valid for symmetric instability

[cf. Eq. (2)], we can also write F , 0 in nondimensional form.

Assuming positive vertical stratification away from the equa-

tor, one can divide Eq. (6) by f 2N2 . 0 to obtain

F0 5L0q0 5 (11Cu)(11Ro)2 (11Cu)
2
Ri21 , 0 (8)

[cf. Eq. (17) in Part I], where again L0 5 1 1 Cu is a non-

dimensional form of absolute angular momentum and

q0 5 11Ro2 (11Cu)Ri21 5 0 (9)

is a nondimensional form of Ertel PV for flows in GWB. As

before, Ro5 z/f is the gradient Rossby number, Ri5N2/j›zuj2
is the gradient Richardson number, N2 5 ›zb is the vertical

stratification, and ›zu is the vertical shear of alongfront velocity

u5 (0, y, 0). Note, however, that y now includes both geo-

strophic and ageostrophic components. Also note that in the

limit Cu/ 0 we recover the classical nondimensional criterion

for symmetric instability given by Hoskins (1974) valid for

flows in TWB [cf. Eq. (2)].

In summary, the criterion, F , 0 (or F0 , 0), states that the

product of absolute angular momentum and Ertel PV must be

positive for hydrodynamic stability but that instability will re-

sult if either (but not both) of these quantities is negative.

Intuitively this makes sense since absolute angular momentum

L is a conserved quantity for axisymmetric flow and the Ertel

PV q is a conserved variable for inviscid, adiabatic flow. Thus,

the criterion combines both conservation principles into a

single expression. However, the sufficiency of the criterion

could not have been known from such conservation principles

without first considering arguments and efforts of scientists

(Fjortoft 1950; Ooyama 1966; Cho et al. 1993) summarized

in Part I.

b. Symmetric instability with curvature: Implications
and motivation

A notable consequence of Eq. (8) is that an asymmetry can

emerge between anticyclonic and cyclonic flow at low-gradient

Richardson numbers (Part I). Recall: for cyclonic curved flow

Cu . 0, while for anticyclonic curved flow Cu , 0. It follows

that cyclonic fronts may be less stable than anticyclonic fronts

for the same Ri and jRoj. This occurs in low stratification and

large vertical shear, since it is here that the inverse gradient

Richardson number is large and the baroclinic term in F0 is
increasingly negative [i.e., the second term in Eq. (8)].

Our interpretation is that the absolute vorticity vector is

tilted relative to its TWB state and that this tilting modifies

the range of Ro and Ri permitted for stability. Since sym-

metric instability is expected to occur at low Richardson

numbers (Stone 1966, 1970), it follows that symmetric insta-

bility is modified relative to our present-day understanding,

as it is largely based on TWB (Thomas 2005; Taylor and

Ferrari 2009, 2010; Thomas and Taylor 2010; Thomas et al.

2013).2 Thus, the main motivation for this second portion of

our study is to examine outcomes of the criterion, focusing on

the dynamical regime necessary for symmetric instability.

This is largely driven by curiosity, but it may have profound

implications for energy, buoyancy, and tracer budgets within

the ocean. As an example, this could have implications for

ocean biogeochemistry, including transport of tracers such as

Mn, Fe, CH4, H2, and
3He (Baker et al. 1995; Speer and

Marshall 1995), and enhanced tracer exchange at the base of

the ocean surface mixed layer, with corresponding implica-

tions for upper-ocean biology (Smith et al. 2016). These

subjects are not addressed here, but they nonetheless moti-

vate such a study.

1 Note that this also scales as 2 times the ratio of centripetal

to Coriolis accelerations in the radial momentum equation

(Shakespeare 2016).

2 For other dynamical regimes in which gravitational or

inertial/centrifugal instabilities principally occur, the reader is

referred to classical convection and barotropic vortex studies

(e.g., Imberger 1985; Kloosterziel and van Heijst 1991).
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c. Outline of the study

This second portion of our study is organized as follows. In

section 2, we examine application of the nondimensional crite-

rion to axisymmetric vortices in GWB, investigating interesting

outcomes of the expression in nondimensional (Ro, Ri, Cu)

parameter space.We first discuss idealized, base flows employed

in the study and then present the results of applying the criterion

[cf. Eq. (8)] to these models. In section 3, we compare these

results with several observations, focusing on small-scale, co-

herent vortices in the ocean interior. By this, we refer to mid-

latitude submesoscale vortices and polar mesoscale vortices.

Although dependent upon the base flow examined (through the

local curvature–vorticity ratio,m5Cu/Ro), we nevertheless find

our results provide a reasonable explanation for why coherent

vortices are predominantly anticyclonic (McWilliams 1985,

2016). The argument of vortex tilting given in Part I essentially

summarizes this interpretation. In section 4, we discuss these

results in light of recent studies and conclude the study in

section 5. While our study is mostly idealized, it lays the

groundwork for realistic, fine-scale modeling or observational

studies investigating these topics. The reader is referred to a

study by Shakespeare (2016) for additional discussions with re-

gard to dynamics within curved density fronts.

2. Criteria applied to curved baroclinic fronts
and vortices

Below, we consider implications of the nondimensional

generalized Rayleigh criterion,F0 , 0, applied to curved fronts

and vortices. In particular, we are interested in better under-

standing how Cu affects the range of Ro and Ri permitted for

hydrodynamic stability. We do so using idealized inviscid,

baroclinic vortices in GWB, ensuring that these base flows are

characterized by low-gradient Richardson numbers.

We have found in the limit of low Cu (not shown) that the

nondimensional Ertel PV for a flow in GWB q0 does not

smoothly approach the classical nondimensional discriminant

of Hoskins (1974). We therefore do not encourage its use as a

stability discriminant. Instead, we use q0 [cf. Eq. (9)] only to

better understand F0 5 L0q0. Note, for example, that it can

inform us about what might be possible in an extreme

case—that is, the non-axisymmetric case for which L does not

need to be conserved. In this manner, it proves informative for

understanding how L0 and q0 separately affect the solution. A

more appropriate investigation of the non-axisymmetric case

should make use of the criterion developed by Billant and

Gallaire (2005).

In summary, we consider three stability discriminants in the

work that follows: 1) q0 under TWB (as it helps to reveal when

curvature becomes important), 2) q0 under GWB (hereinafter

referred to as a ‘‘non-axisymmetric discriminant’’), and 3) F0

(the relevant stability discriminant).

a. Methods

To accomplish our main task, we simulate simple baroclinic

flows in GWB using idealized vortex models. In all cases ex-

amined, the velocity structure of the vortex is assumed sepa-

rable in the radial r and vertical z directions:

y5V(r)Z(z) , (10)

where y is the azimuthal velocity at a location (r, z) within the

vortex, V(r) denotes its horizontal structure, and Z(z) defines

the vertical structure of the vortex. Similarly, the vorticity has

form z5v(r)Z(z). In the discussion that follows, it is simplest

to define the horizontal structure of the vortex, proceeding to

the vertical structure second. We then describe how buoyancy

and relevant gradients can be estimated from the velocity field.

As we proceed, we encourage readers to bear in mind that

these results are applicable to curved fronts in GWB so long

as we confine our examination to the core of the vortex (i.e.,

r , rm, where rm is the radius of maximum velocity).

1) RANKINE VORTEX

Although we do not use the classical Rankine vortex in our

analysis,3 it helps to introduce the shielded Rankine vortex,

below. The classical Rankine model consists of a core in solid-

body rotation (i.e., Ro 5 Cu) within a radius rm and zero

vorticity outside this distance (Kundu and Cohen 2008). At a

fixed depth jzj, the velocity profile is given by

V(r)5

8>>>><
>>>>:

y
m

�
r

r
m

�
, if r# r

m

y
m

�
r

r
m

�21

, if r. r
m

, (11)

with a corresponding vorticity

v(r)5

�
z
o
, if r# r

m

0, if r. r
m

. (12)

Here, ym is the maximum velocity (defined as positive for cy-

clonic flows), again, rm is the radius of maximum velocity, and

we have defined a representative core vorticity as zo 5 2ym/rm.

(This corresponds to the maximum vorticity within all of the

vortex models examined in our study.)

2) SHIELDED RANKINE VORTEX

Barotropic and baroclinic instabilities of ocean currents of-

ten form nonisolated vortices, meaning that their circulation is

not independent of the background flow field (Lazar et al.

2013). One such example is the classical Rankine vortex pre-

sented above. However, in realistic numerical simulations, we

often see vortices that are isolated from the background flow.

Described as ‘‘shielded,’’ these vortices consist of a ring or

shield of oppositely signed vorticity surrounding a vortex core

(Gallaire and Chomaz 2003; Kloosterziel et al. 2007). A simple

model that crudely reflects this case is the shielded Rankine

vortex. This base flow is useful in modeling intense vortices or

those that may have recently been formed (Lilly and Rhines

2002; Timmermans et al. 2008).

The shielded Rankine vortex consists of a core in solid-body

rotation (i.e., Ro 5 Cu) within a radius rm, constant negative

3 Integration from r 5 0 to r 5 ‘ will demonstrate that it does

not converge, and we use such an integral in our calculations.
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vorticity outside this distance to a radius brm (b. 1), and zero

vorticity elsewhere.Mathematically, this is easiest to express in

terms of relative vorticity:

v(r)5

8><
>:

z
o
, if r# r

m

2z
o
(b2 2 1)

21
, if r

m
, r# br

m

0, if r.br
m

, (13)

where the velocity at a fixed depth jzj is related to the vorticity

v(r) at that same depth as

V(r)5
1

r

ð‘
0

rv(r)dr . (14)

All isolated or shielded vortices are susceptible to barotropic

shear instability (Flierl 1988), with narrower shields being

more unstable. To minimize sensitivity to horizontal shear, we

set b 5 4, yielding a shield with thickness 3rm. In the limit of

b / ‘, the shielded Rankine vortex is equivalent to the clas-

sical Rankine vortex.

3) ALPHA-EXPONENTIAL VORTEX

We additionally examine the stability of a family of shielded

vortices introduced by Carton and McWilliams (1989) but in-

vestigated prior to this by X. Carton and B. Legras (1988, un-

published manuscript). This is sometimes referred to as the

generalized Gaussian vortex, since the Gaussian vortex is ob-

tained as a special case, or simply the a-exponential vortex.

Hereinafter, we refer to this as the Carton–Legras–McWilliams

(CLM) vortex. Work by Gallaire and Chomaz (2003), among

many others, serves as a useful reference for this vortex class.

The CLM vortex has a velocity structure defined by4

V(r)5 y
m

�
r

r
m

�
exp[2(1/2)(r/r

m
)a] (15)

with corresponding vorticity given by

v(r)5 z
o

�
12

a

4

�
r

r
m

�a�
exp[2(1/2)(r/r

m
)a] . (16)

In these expressions, a is a ‘‘steepness parameter’’ that controls

how quickly the velocity decays away from its value at r 5 rm.

One notes that the classical Gaussian vortex (i.e., Gaussian in

vorticity) is obtained by setting a 5 2 and that typical values

for the oceanic environment are 1.5 # a # 2.5.

The Gaussian model (a 5 2) strikes a unique balance be-

tween possessing a negative vorticity shield while being only

weakly unstable to barotropic shear (Flierl 1988). It has proven

useful in depicting less intense vortices, including those at

larger scales (Chelton et al. 2011) or that may have translated

far from their origin (Paillet et al. 2002). A negative aspect of

this model, however, is that it cannot accurately depict in-

tense vortices, failing to arrive at large vorticity values typi-

cally seen in submesoscale observations, for instance. For this

reason, the Rankine vortex (or some variant thereof) or the

CLM vortex with a $ 2.5 is appropriate when modeling in-

tense vortices.

In our study, we report results for the CLM vortex with a5
1.5, 2.0, and 2.5, focusing on the vortex with a 5 2.5 when

comparing with observations (section 3). We do not provide

observational support for one vortex type over another and,

because of this, our study is inconclusive. Nevertheless, as there

is growing support for a universal form to vortices in rotating,

stratified flows (Aubert et al. 2012; Zhang et al. 2013; Mahdinia

et al. 2017), this selection of base flows appears reasonable.

4) VERTICAL STRUCTURE

In all cases, the vertical structure is modeled as Gaussian,

which is a reasonable approximation for oceanic vortices

(e.g., Riser et al. 1986; McWilliams 1985; Paillet et al. 2002;

Timmermans et al. 2008):

Z(z)5 exp[2(z2 z
o
)
2
/h2] , (17)

where h 5 H/2 is the e-folding scale of the eddy, or half the

vertical scale. We model the flow as having an inviscid

boundary at the surface (zo 5 0), although it is straightforward

to extend this to a subsurface vortex by reflecting the results

presented here about the topmost boundary. Buoyancy gra-

dients differ in top and bottom portions of the eddy, but non-

dimensional numbers remain the same.McWilliams (1985), for

example, presents only the top half of a vortex. Typical values

of H for oceanic submesoscale vortices are 100–200m.

5) ENSURING PROPER BALANCE

The vortex in GWB has a unique density structure that must

be satisfied for proper balance. There are probably several

ways to ensure balance, but the simplest is to start with the

velocity field defined above, y5V(r)Z(r) [cf. Eq. (10)]. Vertical

differentiation of y yields

›
z
y5V›

z
Z5

�
2
2z

h2

�
VZ . (18)

We can then use GWB [cf. Eq. (4)] to relate the vertical shear

to the lateral buoyancy gradient:

›
r
b
a
5

�
f 1

2y

r

�
›
z
y5

�
2
2z

h2

��
f 1

2VZ

r

�
VZ . (19)

Next, integrating radially inward,5 we obtain the buoyancy

anomaly,

b
a
5

ð0
‘

(›
r
b
a
)dr5

�
2z

h2

�ð‘
0

�
f 1

2VZ

r

�
VZ dr , (20)

4Most definitions neglect the factor of 1/2 in the velocity

(Gallaire and Chomaz 2003), because it leads to a cleaner expres-

sion for vorticity v(r). Although both are valid, we retain the scale

factor to ensure that, in the Gaussian vortex (a5 2), the vorticity is

nonzero at r 5 rm.

5 The reason for integrating radially inward is that we can specify

the lateral buoyancy gradient at themost distant part of the domain

to be zero.
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demonstrating that the buoyancy anomaly is directly re-

lated to the integral of the velocity structure. Vertical dif-

ferentiation of Eq. (20) gives the associated anomalous

stratification, N2
a 5 ›zba.

We then embed the vortex into a constant background

buoyancy gradientN2
b 5 ›zbb such that the total stratification at

any point (r, z) is given by N2 5 ›zb5N2
b 1N2

a 5 ›zbb 1 ›zba.

From velocity and buoyancy gradients, we estimate nondi-

mensional numbers (Ro, Ri, and Cu) and assess the stability of

the flow. In all cases, we use centered differences to estimate

the derivatives.

6) PRACTICAL CONSIDERATIONS

Our domain is specified as r/rm 5 [0, 10] and z/H 5 [0, 1],

with z/H 5 0 corresponding to the topmost boundary (mid-

height of an eddy for a subsurface eddy). This radial domain

size is sufficient to ensure convergence of the above integral.

The variables ym, rm, and nondimensional stratification N/f

were then varied so as to cover the desired parameter space.

We varied the nondimensional background stratification Nb/f

over the range 10–100 in an effort to populate the parameter

space at lowRichardson numbers. Also, we at first variedH but

quickly found that a large range of Ri was achieved by varying

the other parameters. We implemented these simple simula-

tions using 400 points in the vertical direction and 500 points

in the horizontal plane, fixing the Coriolis parameter as

f 5 1024 s21 for all simulations.

Rossby and curvature numbers, Ro and Cu, are not inde-

pendent. At a given location within a front, they are linearly

related. As a result, the stability curve F0 resides on a plane in

(Ro, Ri, Cu) space. In displaying our results, we have chosen to

first depict the three-dimensional stability map and then illus-

trate F0 as a function of Ro (y axis) and Ri (x axis). We also

illustrate as a separate axis (in red font) curvature numbers

corresponding to each gradient Rossby number.

In summary, we examine three stability discriminants in the

work that follows: (i) the nondimensional Ertel PV q0 under
TWB [cf. Eq. (2)] since it helps to demonstrate when curvature

effects become important, (ii) the nondimensional Ertel PV q0

under GWB [cf. Eq. (9)] since it serves as an input to F0, and
(iii) the nondimensional Rayleigh discriminant F0 (5L0q0) [cf.
Eq. (8)]. Note, that the nondimensional absolute angular mo-

mentum L0 5 11 Cu, can be readily visualized in terms of Cu

so that it is not necessary to display this quantity.

b. Results

We now present the results, first illustrating relevant dy-

namics with simple anticyclonic and cyclonic Rankine vortices

(Figs. 1–8) and, second, summarizing results over the full

nondimensional parameter space (i.e., stability maps) for all

vortices (Figs. 9–12).

1) ANTICYCLONE

We first consider the case of an anticyclonic vortex.

Figures 1–3 illustrate the result of the analysis applied to an

anticyclonic vortex. Here, the vortex is specified to have a

maximum velocity of ym520.5m s21 and radius of maximum

velocity rm 5 10 km, yielding Ro 5 Cu 521 at r/rm 5 1. The

gradient Richardson number, Ri, was chosen to be low (i.e.,

Ri ; 1.5 in the lowest region) in order to illustrate the in-

terplay between Ro and Cu in terms of its effect on PV.

Figure 4 summarizes the difference obtained when account-

ing for curvature. Under the classical instability criterion

(Hoskins 1974), we find that the flow is unstable in the vortex

core (cf. Fig. 4a). However, when accounting for the curva-

ture of the front, we observe that the flow is stable (cf.

Fig. 4b). Moreover, even in the axisymmetric discriminant

(cf. Fig. 4c), the stabilization of the vortex persists, though

this increase in stability is minimal. Nevertheless, it reveals

that stabilization of anticyclones is possible for both axi-

symmetric and non-axisymmetric vortices. This illustrates an

important finding: anticyclonic flows with large Rossby num-

bers can be stable if the curvature is large and gradient

Richardson number is low.

2) CYCLONE

We next consider the case of a cyclonic vortex. Figures 5–7

illustrate these diagnostics applied to a cyclonic vortex. In this

case, the vortex is specified to have maximum flow speed ym 5
0.5m s21 and radius of maximum velocity rm 5 3 km, giving

Ro 5 Cu 5 3.3 at r/rm 5 1. The gradient Richardson number,

Ri, is again low (e.g., Ri ’ 2 in the lowest region) in order to

illustrate the compensation of the vorticity and curvature. The

vortex core is stable, as expected for equal Ro 5 Cu but with

Ri . 1.5. Examining the region just beyond the core of the

vortex (Fig. 7), we find that as the distance exceeds r/rm5 1, the

curvature number remains large while the vorticity falls pre-

cipitously. This is the reason for the low PV near r/rm5 1.With

increased r/rm, the vertical shear reduces and the curvature

number relaxes, making PV positive once again. Realistic

vortices such as the Gaussian vortex will encounter this change

in a less abrupt manner. Nevertheless, this particular vortex

illustrates in a clear manner the potential impact of such dif-

ferences in Ro and Cu within a vortex.

The importance of the curvature can be seenmore readily by

comparing all three discriminants (Fig. 8). Here, we display q0

valid for TWB (Fig. 8a), q0 valid for GWB (Fig. 8b), and F0

valid for axisymmetric flow in GWB (Fig. 8c). As in the anti-

cyclonic case, a difference between these discriminants exists

for the cyclonic vortex. In particular, the flow is stable under

the classical criterion (Fig. 8a), but it is unstable both for non-

axisymmetric and axisymmetric cases (Figs. 8b,c). In contrast

to the anticyclonic case where curvature stabilized the flow,

here it reduces stability. This illustrates a second important

finding: cyclonic flows with curvature are more prone to insta-

bility than might be expected from the instability criterion of

Hoskins (1974). This is a robust feature of both non-

axisymmetric and axisymmetric vortices.

3) FULL NONDIMENSIONAL PARAMETER SPACE

To better understand conditions under which curvature

becomes important, we repeated the calculations presented

above for a wide range of azimuthal velocities, radii, and

stratification. In this study, we display results for the shielded

Rankine and CLM vortices (a 5 1.5, 2.0, and 2.5). It is suffi-

cient for our present purpose to study a single location within
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the vortex. The choice of location would ideally be character-

ized by vorticity of the same sign as the bulk Rossby number

Rob 5 ym/( frm). However, this choice is complicated by the

fact that unstable regions of cyclones and anticyclones slightly

differ: cyclones are unstable just outside rm whereas anticy-

clones are approximately unstable in the vortex core (see ex-

amples above). However, a compromise can bemade by noting

that symmetric and inertial instabilities often have some

breadth to them (e.g., Kloosterziel et al. 2007, their Fig. 3).

Thus, for this study we have chosen to examine the location,

(r/rm, z/H)5 (1, 21/2), allowing us to observe the stability of

both cyclonic and anticyclonic flows at the same time. In the

next subsection, we examine a ‘‘global average’’ or an aver-

age over the vortex to see whether the results found at our

local study location translate to bulk Rossby numbers char-

acterizing the whole of the front. A more thorough under-

standing requires a global stability analysis such as the ones

performed by Lahaye and Zeitlin (2015) and Mahdinia et al.

(2017), or a fully nonlinear analysis.

The stability results for the shielded Rankine vortex are

displayed in Fig. 9, while those for the CLM vortex are shown

in Figs. 10–12. In these figures, we display q0 under TWB

(panels a and b), q0 under GWB (panels c and d), and the

generalized Rayleigh discriminant F0 (panels e and f), where

negative values indicate instability. At low Ro and low Ri, we

have a reduced number of simulated anticyclones. This occurs

because, even in these weak background stratifications (N/f ;
10 to 100), anticyclones flow are associated with elevated Ri

FIG. 1. Velocity structure within an anticyclonic vortex: (a) velocity and (b) relative vorticity

and (c),(d) corresponding components of relative vorticity. This particular example corre-

sponds to a shielded Rankine vortex with maximum velocity ym 5 20.50m s21, radius of

maximum velocity rm5 10 km, and shield parameter b5 4. Here and in other figures, a contour

line with an ‘‘e’’ label indicates that the numeral preceding the e should be multiplied by 10

raised to the sign and numerals following the e.
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at r/rm 5 1 when compared with cyclones. This is particularly

evident for CLM vortices with a# 2.0 and the Rankine vortex.

To begin, we first examine the Ertel PV for flows in TWB (top

row) and GWB (middle row). The first quantity serves as the

stability discriminant expected for straight fronts.Weobserve an

increase in nondimensional PV (i.e., q0) for anticyclonic flows in
GWB for gradient Richardson numbers near unity (middle

row). Again, this is counter to the more classical instability cri-

terion, which predicts instability for anticyclonic flows with jRoj
close to unity (top row). Also evident is a reduction in PV for

cyclonic flow characterized by gradient Richardson numbers

near unity. This reduction in PV is not predicted by the Hoskins

(1974) expression (top row) and, for CLM vortices, occupies a

greater portion of the parameter space as the steepness pa-

rameter, a, increases in magnitude (a $ 2.0).

We now examine stability predicted by the Rayleigh

discriminant F0 (bottom row). We observe three distinct

features. First, owing to the multiplication of the non-

dimensional PV byL0 5 11Cu, the front can become unstable

for values L0 , 0. As noted above, this approximately cor-

responds to bulk Rossby numbers of Rob ; 0.5 and gradient

Rossby numbers of Ro , 20.45 to 20.7, but the latter

number depends on the vortex model examined. Second,

because 1 1 Cu . 1 for cyclonic flow, one finds that F0 . q0

and the destabilization of cyclones is always a robust char-

acteristic of both axisymmetric (bottom panel) and non-

axisymmetric (middle panel) vortices. Third, the stability of

anticyclones is reduced for the axisymmetric case when

compared with the non-axisymmetric case but nevertheless

remains positive. Of course, this may be specific to our study

FIG. 2. Baroclinic structure of an anticyclonic vortex: (a) vertical shear, (b) lateral buoyancy

gradient, (c) associated buoyancy anomaly, and (d) vertical stratification. Here, vertical

stratification is computed as the sum of a background stratification (N/f5 80, with f5 1024 s21)

and anomalous stratification associated with the vortex.
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location. To determine if this is so, we also consider other

locations within the vortex core.

4) DEPENDENCE OF RESULTS ON LOCATION

As is evident in the preceding stability maps, a linear rela-

tionship exists between curvature and vorticity. For a given

vortex model and for a given location, (r, z), within the curved

axisymmetric front, we see that the ratio of Cu to Ro is con-

stant. Moreover, this ratio, m 5 Cu/Ro, is constant with depth

and is the same for cyclones and anticyclones. This information

can be used to assess the stability of the front or vortex in other

locations within the vortex core.

Focusing on the CLM vortex model with a 5 2.5, we ex-

amined m at numerous points within the domain (Fig. 13a).

Next, we generated evenly spaced grids of Rossby and

Richardson numbers, related Cu to Ro through the curvature–

vorticity relationship, and determined stability via Eq. (8). As

the ratio, m can be large, both positively and negatively, within

the vortex shield and since we do not know to what degree

observed vortices are characterized by such shields, we avoid

analysis in this location. In essence, we are focusing on recently

generated vortices whose core velocity and vorticity structure

resembles that of the CLM vortex with a 5 2.5, or curved

fronts with these same curvature and vorticity properties.

Figure 13b depicts the stability map evaluated locally at our

study location (white circle in Fig. 13a). This graphic can be

compared with Fig. 12f, which was generated with simulated

vortices inGWB. There is no significant difference in these two

FIG. 3. Nondimensional parameters associated with an anticyclonic vortex: (a) gradient

Rossby number, (b) gradient Richardson number, (c) curvature number, and (d) nondimensional

absolute angularmomentumL0 5 2L/( fr2)5 11Cu,whereL5 ry1 fr2/2 is the absolute angular

momentum.
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stability maps except that the sample set for anticyclonic flow is

now filled at low Ri. In Fig. 13c, we display the likelihood of

observing stable states as a function of jRoj for low Richardson

numbers (Ri , 2). Note that the probability of observing a

stable anticyclone is considerably larger than the probability of

observing a stable cyclone for jRoj , 0.5—almost a factor of

2 in some instances.

To obtain an estimate ofF0 representative of the vortex as a
whole, we computed the global average, hF0i, as shown in

Fig. 13d, where we have weighted each location equally. The

contours of the marginally stable state are taken from Fig. 13b

to aid in comparison. First, the stability map for the averaged

F0 (Fig. 13d) is comparable to the locally validF0 (cf. Fig. 13b).
Slight differences are evident at 1) low Richardson number

(Ri, 2) where anticyclonic flow has reduced stability and 2) at

elevated Richardson numbers near the marginally stable state,

Cu521. Overall, however, this global average approximately

reflects the local stability map. This suggests locally valid sta-

bility maps presented earlier are indicative of the mean sta-

bility of the vortex. The histogram of stable states (Fig. 13e)

depicts a slightly different relationship. Though a larger num-

ber of stable anticyclonic occurrences when compared with

FIG. 4. Stability discriminants for an anticyclonic vortex for which negative values (white)

indicate instability: (a) classical discriminant of Hoskins (1974) valid for baroclinic flow in

thermal wind balance [TWB; cf. Eq. (2)], (b) nondimensional Ertel PV valid for baroclinic flow

in GWB (cf. Eq. (9)], and (c) generalized Rayleigh discriminant valid for baroclinic flow in

GWB [cf. Eq. (8)]. Red plus signs highlight the location used to fill the parameter space in

Figs. 9–12, below.
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stable cyclonic occurrences remain, the difference between

these two groups is reduced. This suggests that anticyclones

become less stable closer to their cores, r , rm, a finding more

consistent with inertial rather than symmetric instability.

Although we might have seen the possibility of synthetically

generating the stability maps from the outset, there is merit in

using the idealized baroclinic vortices since they provide a

useful tool for better understanding the dynamics of vortices

(Figs. 1–8). To this end, we include open-source Julia code

(https://julialang.org/) as online supplemental material to help

the reader to investigate some of these ideas.

5) MARGINAL STABILITY CURVES

Useful statements about stability of curved baroclinic fronts

can obtained by substituting m 5 Cu/Ro into the expression

F0 5 0 [cf. Eq. (8)] and solving for Ro. One finds, for example,

that Ro values corresponding to stable states (F0 . 0) reside

between two curves, which are the roots of the quadratic ex-

pression in Ro. The roots are Ro0 5 2m21 (corresponding to

the curve Cu 5 21) and Ro1 5 (1 2 Ri)/(Ri 2 m) (corre-

sponding to the hyperbolic curve that asymptotes at Ri 5 m).

We refer to Ro0 and Ro1 as barotropic and baroclinic roots,

respectively, since they highlight different aspects of the sta-

bility discriminant [Eq. (17) in Part I]. Both marginal stability

curves are highlighted in Fig. 13b, for which m ’ 2. Note that,

while both constrain gradient Rossby numbers permitted for

stable flow, the baroclinic root helps explain the dominance of

anticyclonic flow found at low Richardson numbers, Ri , m.

This root is discussed below in section 4. It is also useful to note

that m can be recast in terms of strain rate: m 5 1 2 (Ss/f )/Ro,

where Ss/f 5 ›ry/f2y/( fr)5Ro2Cu is a nondimensional

shear component of strain. We therefore expect greater

FIG. 5. As in Fig. 1, but for a cyclonic vortex. This particular example corresponds to a

shielded Rankine vortex with maximum velocity ym 5 0.50m s21, radius of maximum velocity

rm 5 3 km, and shield parameter b 5 4.
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skewness when m . 1, or when Ss/f has sign opposite that

of Ro. This typically happens near r5 rm, which is consistent

with elevated curvature–vorticity ratios found at these radii (cf.

Fig. 13a). Thus, an alternative way of examining these marginal

stability curves is in terms of strain rate (T. Meunier 2020, per-

sonal communication). This, we leave for a future study.

3. Comparison with observations

It is worth considering how these results extend to curved fronts

and vortices in the observed ocean. Application of our results to

mesoscale fronts and vortices at mid- and subpolar latitudes

(Chelton et al. 2011; Frenger et al. 2015) may be limited owing to

the smallness of curvature numbers for such flows. This was found

to be the case, for example, in a study of instabilities on the edge

of a Southern Ocean eddy (Adams et al. 2017). It is notable,

however, that the generalized Rayleigh criterion F , 0 was not

used in that study. This said, Chelton et al. (2011) documented an

observed asymmetry in the distribution of long-lived vortices

(lifetimes.40 weeks) observed from satellite altimetry (Chelton

et al. 2011, Fig. 2). Thus, it is possible that symmetric instability

found within mesoscale eddies preferentially erodes cyclones when

compared with anticyclones as they are exposed to strong winter-

time cooling. This would be an interesting avenue to explore.

An obvious exception to the statement about the smallness

of the curvature number can be found at low latitudes. As

noted by Shakespeare (2016), the Coriolis parameter is re-

duced but nonzero and horizontal velocities can be consider-

able, e.g., 0.3m s21 (Holmes et al. 2014), thereby making Cu

nonnegligible. However, the increase in the meridional com-

ponent of Coriolis as one approaches the equator6 might

FIG. 6. As in Fig. 2, but for a cyclonic vortex. As before, N/f 5 80, with f 5 1024 s21.

6 The relevant nondimensional parameter isN/~f , where ~f 5 2V cosu

is themeridional component of the full Coriolis vector, 2V5 (0, ~f , f ).

For values N/~f , 5, one should consider such dynamics (Colin de

Verdière 2012).
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complicate interpretation by invalidating our starting as-

sumptions (Appendix A in Part I). This point has also been

raised by Colin de Verdière (2012), Kloosterziel et al. (2017),

and Zeitlin (2018) in the context of symmetric instability. For

these reasons, perhaps the clearest extension of our results is in

better understanding small-scale, coherent vortices, including

midlatitude submesoscale and polarmesoscale vortices, or eddies.

a. Small-scale, coherent vortices in the ocean

McWilliams (1985) provided a comprehensive description of

coherent vortices in the ocean interior. By this, we mean vor-

tices that may have formed within boundary layers and yet are

observed somewhat distant from these boundaries. Termed

submesoscale coherent vortices (SCVs), these phenomena

were differentiated from other oceanic eddies by their dy-

namics, e.g., Ro ; O(1), and also by their vertical positions

within the oceans—e.g., thermocline, subthermocline, and

meddy, where the name of the latter class of eddies refers to

its expected origin deduced from water mass properties

(McDowell and Rossby 1978). With lifetimes on the order of

months to years, the anomalies are evident as deviations in

density, velocity, salinity, or chemical composition (e.g., oxy-

gen). The breadth or diameter of the vortices ranges between

5 and 50 km, with typical core radii on the order of 10 km. A

common vertical scale is H 5 200m. Additionally, an over-

whelming majority of these vortices are anticyclonic (Bane

et al. 1989) and a distinguishing feature of the SCV’s vertical

structure is its low vertical stratification. For example, values of

10 , N/f , 65 are common (Table 1). Moreover, they have

well-mixed water properties within their interior suggesting

homogenization through turbulent mixing processes. While

sample size is limited, the following observations may provide

FIG. 7. As in Fig. 3, but for a cyclonic vortex.
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insight into how the theoretical results of this study might

translate to the observed ocean.

The Local Dynamics Experiment (LDE) eddy (Riser et al.

1986) was found within the deep thermocline. It was surveyed

by a combination of ship-based expendable bathythermographs

(XBTs) and Sound Fixing and Ranging (SOFAR) floats. The

azimuthal velocity was estimated from float trajectories, with

an average azimuthal velocity of approximately 0.25m s21, a

radius of approximately 12 km, and a vertical scale of 200m.

Taking these values as ym and rm, together with f 5 7.3 3
1025 s21 at 308N, one obtains a bulk Rossby number of Rob 5
ym/(frm) 5 20.3. In contrast, the vortex Rossby number, which

better characterizes the core of the vortex, is approximately twice

this value, Roy 5 2Rob 5 zo/f 5 20.6. Indeed, for Rankine vor-

tices the core vorticity is Roy. We have estimated a normalized

vertical stratification from the stretching term in the potential

vorticity of Riser et al. (1986), obtaining a value ofN/f5 65. This

yields a bulk Richardson number of Rib ; N2/(ym/h)
2 5 3.5,

where h5H/25 100m. These values, though bulk quantities, are

within the range of nondimensional parameters examined above.

Numerous observations of small-scale coherent vortices are

also found in the Arctic (e.g., D’Asaro 1988b; Timmermans

et al. 2008; Zhao et al. 2014). Though it should be stressed that

the baroclinic deformation radius is substantially smaller in

these regions (Nurser and Bacon 2014) such that these coher-

ent vortices are classified as ‘‘mesoscale,’’ the momentum

balance and nondimensional parameters associated with these

vortices is comparable to SCVs at midlatitudes (D’Asaro

1988b). While a number of studies have highlighted the exis-

tence of small-scale coherent vortices in the Arctic (D’Asaro

1988b; Konstianoy and Belkin 1989), one particular set of ob-

servations has resulted in unparalleled statistics.

FIG. 8. As in Fig. 4, but for a cyclonic vortex.
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Using a decade-long ice-tethered profile (ITP) record

(Krishfield et al. 2008; Toole et al. 2011), Timmermans et al.

(2008) and Zhao et al. (2014) surveyed a vast range of in-

trahalocline eddies and found that of the 127 detected

eddies, only 5 of these vortices were cyclonic (Zhao et al.

2014). Moreover, the observed vortices were described as

having a velocity structure comparable to the Rankine

vortex while being in approximate GWB. Taking one of

these vortices (ITP3-499) as a typical example, we have

mapped this vortex to our nondimensional parameter space as

follows. The maximum velocity is ym ’ 0.2m s21, radius of

maximum velocity is rm 5 3.5 km, nondimensional stratification

is N/f 5 50–80, and the vertical scale of the vortex is H 5 40m.

We have estimated these quantities from the ITP data them-

selves. These values correspond to nondimensional numbers of

Rob 520.4, Roy 520.8, and Rib 5 0.3–1.3. Again, the general

pattern of elevated Rossby numbers and low Richardson num-

bers places these observations within our regime of interest.

As a final example, we consider the SCV described by Bosse

et al. (2017). Formed from convection in the Ligurian Sea, not

unlike dynamics encountered in the Labrador Sea (Lilly and

Rhines 2002; Legg and McWilliams 2001), the low-stratified,

submesoscale vortex was characterized from hydrographic

measurements. The relevant parameters estimated for the

FIG. 9. Stabilitymaps for the baroclinic front: (a),(b) nondimensional Ertel PV q0, valid for straight fronts in TWB

[Eq. (2)], (c),(d) q0, valid for curved fronts in GWB [Eq. (9)], and (e),(f) nondimensional generalized Rayleigh

discriminantF0 (5L0q0) [Eq. (8)], valid for curved axisymmetric fronts and vortices in GWB. The color map is fixed

for all panels, all discriminants have beenmade nondimensional by dividing by f 2N2. 0, and the horizontal red line

indicates the marginal stability curve 1 1 Cu 5 0. This parameter space is valid for the shielded Rankine vortex

(b 5 4.0) at the locations (r/rm, z/H) 5 (1, 60.5) (cf. Figs. 4 and 8).
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anticyclone are ym 5 0.14m s21, rm 5 6.2 km, H 5 900m, and

N/f5 4–5 in the vortex core. Although this vertical stratification

is unusually low and challenges our neglect of the meridional

component of Coriolis (Colin de Verdière 2012; Kloosterziel

et al. 2017; Zeitlin 2018), it is nonetheless consistent with the

formation of submesoscale vortices by deep convection. The

corresponding nondimensional numbers are Rob 5 0.23, Roy 5
0.46, and Rib 5 1.65–2.6.

b. Comparison with stability diagrams

Other SCV observations exist (e.g., Lilly and Rhines 2002;

Paillet et al. 2002; Meunier et al. 2018). They are almost uni-

versally anticyclonic, characterized by elevated relative vorticity

magnitudes (jRobj . 0.1) relative to those found in QG flows,

and have horizontal scales on the order of the deformation ra-

dius.We summarize a number of these characteristics in Table 1

for the aforementioned vortices and overlay Rob and Rib on

stability maps shown in Fig. 13. For comparison with the LDE

eddy, we include a vortex found in realistic numerical simula-

tions (Gula et al. 2019) and thought to reflect dynamics associ-

ated with the LDE eddy. Though qualitative, these comparisons

prove insightful and support our proposed hypothesis.

Note that the nondimensional Rayleigh criterion, F0 , 0, de-

scribes the set of observed and simulated vortices well, as stable

regions (F0 . 0) includemost vortices (Figs. 13b,d). An exception

is the Arctic halocline vortex (Timmermans et al. 2008), which is

FIG. 10. As in Fig. 9, but valid for the CLMvortex (a5 1.5). In panels (e) and (f), note the stabilization of the flow

that occurs for Ri, 2 and Ro,21. This corresponds to the case in which absolute angular momentum and Ertel

PV are both not conserved such that F0 . 0 while L0 , 0 and q0 , 0. Most geophysical flows will not reside on this

side of the line of marginal stability Cu 5 21.
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found outside of the stable region in the global average (hF0i. 0).

This might be due, for example, to (i) uncertainty in the estimated

Richardson number or (ii) frictional effects with the ice that are

not incorporated into F0. In summary, while some scatter is ex-

pected, this qualitative agreement supports use of the generalized

Rayleigh criterion. Second, the histograms of stable Ro

(Figs. 13c,e) are maximum near the vorticity values of the

observations. Given that observed, submesoscale vortices

universally form in low-stratified environments (i.e., boundary

layers) and proceed via advection and subduction into the ocean

interior but which is also characterized by low vertical stratifi-

cation, these qualitative comparisons suggest the asymmetry in

the distribution of coherent vortices (McWilliams 1985; Bane

et al. 1989; Konstianoy and Belkin 1989; McWilliams 2016)

might originate in the boundary layer and be explained by the

vortex tilting arguments discussed in Part I. This motivates the

following hypothesis for the generation and evolution of small-

scale, coherent vortices in the ocean interior.

c. Generation and evolution of small-scale, coherent
vortices

Coherent vortices, such as SCVs and polar mesoscale

vortices, typically are generated as a result of cyclo-

geostrophic adjustment of near-boundary layer fluid. The

mechanisms thought to create such phenomena include

(i) baroclinic instability of fronts (Spall 1995; Boccaletti

et al. 2007; Timmermans et al. 2008; Wenegrat et al.

2018), (ii) frictionally induced forcing of fluid parcels

FIG. 11. As in Fig. 9, but valid for the CLM vortex (a5 2.0). This case is equivalent to the Gaussian vortex. This

model is thought to accurately reflect less intense vortices or older vortices that may have traveled far from their

point of origin (Paillet et al. 2002).
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(D’Asaro 1988a; Thomas 2008; Jiao and Dewar 2015;

Gula et al. 2016; Brannigan et al. 2017; Perfect et al.

2018), and (iii) buoyancy-induced forcing of fluid parcels

(Helfrich and Battisti 1991; D’Asaro et al. 1994; Legg and

McWilliams 2001; Hogan and Hurlburt 2006; Deremble

2016; Gordon et al. 2017; Garabato et al. 2017; Meunier

et al. 2018). Note that these boundary layers including

ocean surface, bottom, and ice–ocean boundary layers.

Because such boundary waters have reduced stratification,

N/f� 100, if fluid is trapped within the cores of the vortices,

this low stratification can persist even when the vortices

exit these boundary layers.

To conserve both absolute angular momentum and Ertel

PV, the vortex will alter its nondimensional numbers—that

is, to keep their product F0 5 L0q0 constant. Owing to

reduced stratification, the cyclonic vortex cannot appre-

ciably alter in Ri but will reduce in relative vorticity,

Ro5 z/f , while the anticyclonic vortex will remain rela-

tively unchanged. If, however, the cyclonic vortex is unable

to alter its vorticity (e.g., it is rotating too quickly), it will

lose kinetic energy in the form of dissipation due to sym-

metric instability and, eventually, Kelvin–Helmholtz in-

stability. For the unstable cyclone, this will occur quickly,

with growth rates scaling as s2 ; 2f 2F0 (section e of ap-

pendix A in Part I). For the anticyclone, being weakly

stable/unstable, this decay will require significantly more

inertial periods. The decay time scale of the cyclone under

symmetric instability can be estimated as t5 2p/s’Ti/(2F0)1/2,
where Ti 5 2p/f is the inertial period. In summary, it

is conservation of F0 in the presence of low N2 that shapes

FIG. 12. As in Fig. 9, but valid for the CLM vortex (a 5 2.5). This model is thought to most accurately describe

intense vortices, such as submesoscale coherent vortices.
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the distribution of relative vorticity at these small hori-

zontal scales.

d. Cyclonic SCVs

While submesoscale cyclones are found in the ocean inte-

rior, observations are rare and are more frequent near coasts.

A great example is the vortex recently documented by

deMarez et al. (2020).Observed in theGulf ofAden, it is believed

to have been generated through barotropic shear instability as

dense waters exited the Arabian Sea. As determined from

coincident SeaSoar and acoustic Doppler current profiler

(ADCP) measurements, it has the following characteristics:

FIG. 13. (a) Curvature–vorticity ratio m5 Cu/Ro, for the CLM vortex (a5 2.5), and valid for both cyclones and

anticyclones. The white circle highlights Cu/Ro at the location, r/rm 5 1 and z/H 5 60.5, and black dots highlight

locations entering into the global average. (b) Stability discriminantF0, valid at r/rm (cf. Fig. 12f). (c) Probability of a

stable occurrence as a function of jRoj for Ri, 2.0, for anticyclones (red) and cyclones (blue). Black circles at the

top of the plot indicate observed Rob. (d) Global average hF0i, obtained from averaging F0 at the locations (black
dots) in (a). (e) As in (c), but obtained from stable states at locations (black dots) in (a). In (b) and (d), we depict

Rob andRib of observed (red) and simulated (blue) vortices (cf. Table 1). To delineate stable and unstable regimes,

we also overlay in (b) and (d) the local (solid black) and global (solid red) marginal stability curves. Our inter-

pretation is that recently formed vortices reside on the left in (b) and (d) (i.e., low Ri) and slowly drift to the right

with increasing age (i.e., elevated Ri).
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ym 5 0.5m s21, rm 5 16 km, h 5 H/2 5 200m, and N/f 5 150–

200, yielding Rob 5 1.0, Roy 5 2.0, and Rib 5 3.5–6.2. We

mention this for context, noting that it has been observed im-

mediately following generation. It will therefore be interesting

to know whether this vortex is symmetrically unstable, helping

to support the mechanisms thought to shape the distribution of

relative vorticity.

4. Discussion

The ability of intense anticyclones to persist in stratified

flows has been noted for some time. Lazar et al. (2013), for

example, derived an instability criterion valid for barotropic

vortices embedded in a vertically stratified environment. One

of their main findings was that increased stratification and

turbulent eddy viscosity tended to stabilize a vortex, explaining

the stability of anticyclonic vortices with order-1 Rossby

numbers. While we, too, find the possibility of stable anticy-

clones at high Rossby numbers (although this is muted some-

what by the constraintL0 5 11Cu. 0), we suggest here that it

is the pronounced curvature in the presence of low stratifica-

tion that creates this stability. Curvature modifies the baro-

clinic structure and, in an effort to conserve F0, this in turn

modifies gradient Rossby and Richardson numbers permitted

for stability. Examined from another perspective, one finds

that the discriminant F0 at fixed gradient Rossby and

Richardson numbers increases in magnitude. Moreover, this

increase in stability occurs in the absence of viscosity, sug-

gesting stronger vortices are possible when accounting for

viscous terms.

This is consistent with a recent study by Yim et al. (2019),

who extended the work of Lazar et al. (2013) to the continu-

ously stratified case. While their focus has been on explaining

the existence of surface-intensified vortices, their results nev-

ertheless appear complementary to this study. In particular, in

the presence of absolute angular momentum conservation, we

are unable to rationalize stable anticyclones with jRoj. 0.5 (cf.

Fig. 13d). (An exception is the unique case in which bothL and

q are not conserved.) This constraint on gradient Rossby

numbers corresponds to a limit on the curvature number,

Cu . 21. For anticyclones, this implies that the centripetal

acceleration can never be larger than the magnitude of the

Coriolis acceleration divided by two, causing Gaussian vorti-

ces, for example, to have Rob . 20.5 (Mahdinia et al. 2017).7

This constraint can also be inferred from the quadratic ex-

pression used to simulate or estimate velocities for flows in

GWB (Penven et al. 2014). Thus, unless the axisymmetric

constraint is relaxed (Billant and Gallaire 2005), the existence

of anticyclones with Rossby numbers near one must invoke a

physical mechanism not present in F , 0. Viscosity is a rea-

sonable candidate.

Mahdinia et al. (2017) investigated the linear stability of

three-dimensional Gaussian vortices in rotating, stratified flow

using numerical methods. Their dynamical regime of interest
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7 This can be rationalized by noting that Cu . 21 implies

Rob ; (y2m/rm)/( f ym)5 ym/( frm).21/2.
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was centered on Rossby numbers between 60.5 and Burger

numbers8 of 0.02–2.3. In rough terms, these nondimensional

numbers correspond to bulk Richardson numbers of 0.3–3.0.

Their simulated vortices were embedded in a background

stratification of N/f 5 10. Mahdinia et al. (2017) found that of

the 130 simulated Gaussian vortices, only 4 (all cyclones) were

neutrally stable. Moreover, this occurred within a small dy-

namical regime: Rob 5 0.02–0.05 and Bu 5 0.85–0.95. Also

notable, the authors found that unstable anticyclones generally

had slower growth rates when compared with the growth rates

of cyclones, and that this slow-growth area occupied a large

portion of the parameter space. Anticyclones tended to be-

come more stable with increasing jRoj and cyclones decreased

in stability (increased growth rate) with increasing jRoj.
Though a direct comparison with our results is somewhat

limited by the use of gradient Richardson numbers rather than

bulk quantities, e.g., Burger numbers, the destabilization of

cyclones and stabilization of anticyclones with increasing jRoj
is qualitatively consistent with our results, as in some cases

increased Cu for anticyclones results in stabilization of the flow

(cf. Fig. 4c). Also, the conclusion that anticyclones should

persist for longer periods than cyclones in low-stratified waters

is consistent with the present study. A final similarity is evident

in Fig. 13d of our study. Mahdinia et al. (2017) document

weakly unstable anticyclones for nearly all Ro. Similarly, as we

began to examine an average of F0 within the whole of the

vortex [cf. section 2b(4)], we noted that hF0i can become

slightly negative for anticyclones when Ri , 2. To the extent

that the growth rate scales with F0, this is consistent with

the observation of weakly unstable anticyclones in low-

stratified waters.

The final study with which we compare our findings is a field

campaign in the vicinity of the Gulf Stream. Shcherbina et al.

(2013) documented an observational effort to characterize

upper-ocean dynamics at small horizontal scales (i.e., sub-

mesoscales) in this region. The authors employed current

measurements from two ships moving in parallel, and esti-

mated gradients in velocity between ships and in the direction

of motion, characterizing the upper-ocean velocity field in

terms of vorticity, divergence and strain rate. In examining the

joint probability distribution function of vorticity z and strain

rate a in both observations and high-resolution numerical

simulations of the upper ocean, Shcherbina et al. (2013) dem-

onstrated three interesting characteristics. In this context,

a5 (S2
n 1 S2

s )
1/2
, where Sn and Ss are the normal and shear

components of strain rate (e.g., Isern-Fontanet et al. 2004).

First, cyclonic vorticity in excess of jRoj 5 1.0 was typically

associated with large strain rates, and approached a pure shear

relationship, a5 jzj, for large Ro. This suggests large cy-

clonic flow is predominantly found within upper-ocean

fronts (i.e., where curvature is small). Second, anticyclonic

flows had limited jRoj (values smaller than 1.0 being most

common). Third, the probability of jzj � a (indicative of solid-

body rotation) was much higher for anticyclones than for cy-

clones, suggesting anticyclonic flows are preferentially found

within coherent ‘‘eddy-like structures’’ (Shcherbina et al.

2013). Last, we mention that these observationally motivated

findings are in good agreement with conclusions of Roullet and

Klein (2010), who examined the distribution of relative vor-

ticity in a surface-forced, x-periodic primitive equation model.

The above distinction between vorticity skewness created by

fronts and vorticity skewness created by coherent vortices is an

important one and is consistent with the present study. For

fronts in TWB (i.e., Cu5 0), Eq. (8) states that, for stable flow,

Ro . 21 1 Ri21 [cf. Eq. (2)]. Thus, one expects vorticity

skewness to result from elevated cyclonic flow and bounded

anticyclonic flow. For fronts in GWB (i.e., jCuj . 0), Eq. (8)

states that, for stable flow, F0 5 (1 1 Cu)(1 1 Ro) 2 (1 1
Cu)2Ri21 . 0. While this expression is not as easily manipu-

lated to reveal skewness in the distribution of Ro (see our

paragraph below), one can make heuristic progress by exam-

ining q0 andL0 separately. Recall, Eq. (9) predicts a decrease in

PV for cyclones and an increase in PV for anticyclones, relative

to the TWB case. Also, recall that 0 , L0 , 1 for inertially

stable anticyclones and L0 . 1 for inertially stable cyclones.

Therefore, F0 5 L0q0 is a muted version of q0 for anticyclones
andF0 is an amplified version of q0 for cyclones. The final result
is that anticyclones are weakly stabilized at low Ri, while cy-

clones are strongly destabilized.

Firmer statements can be made using marginal stability

curves obtained in section 2b(5). Solving for the roots ofF0 5 0

and assuming m . 1, one concludes that for low Richardson

numbers, Ri,m, all cyclonic curved fronts are unstable so long

as Ro.Ro1, where Ro1 5 (12Ri)/(Ri2 m) has been labeled

the ‘‘baroclinic’’ root. In contrast, anticyclonic flows can be

stable for these same gradient Richardson numbers. This result

is nontrivial since it is traditionally assumed that cyclonic flows

are more stable than anticyclonic flows (Hoskins 1974).9

Assuming m . 1 and substituting in Ri # 1, for example, we

find that all cyclonic fronts are unstable for Richardson num-

bers less than unity, while anticyclonic fronts and vortices can be

weakly or marginally stable for moderate magnitude Rossby

numbers, 0, jRoj, jm21j. The skewness in the distribution of

Ro can therefore be explained by this expression for low

Richardson numbers, Ri , m, and for moderately large

curvature–vorticity ratios.

In summary, the nondimensional criterion examined in this

study, F0 5 L0q0 , 0, explains both 1) the classical finding of a

dominance of cyclonic vorticity (positive vorticity skewness)

8 The Burger number is defined as the squared ratio of the deforma-

tion radius to the radial scale of the vortex, Bu5 (rd/rm)
25 [NH/(frm)]

2,

and can roughly be related to bulk Rossby and Richardson numbers

as follows: Bu5 [NH/(frm)]
2 5 [2ym/(fr

2
m)]

2
[N2/(ym/h)

2]5Ro2yRib.

9 Hoskins writes, ‘‘However, in frontal regions, the Richardson

number can be less than unity without symmetric instability being

possible’’ (Hoskins 1974, p. 481). Here, Hoskins (1974) is speaking

about cyclonic fronts in TWB and the influence of such relative

vorticity on stability. However, for these same gradient Richardson

numbers and for fronts inGWB, we find in this study that curvature

modifies this statement: no longer is the cyclonic front stable, but

rather it is the anticyclonic (curved) front that can become weakly

stable for Ri , 1.
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for straight fronts (Rudnick 2001; Shcherbina et al. 2013;

Buckingham et al. 2016) and 2) the unexplained dominance of

anticyclonic vorticity (negative vorticity skewness) for eddying

flows (Shcherbina et al. 2013; Roullet and Klein 2010). Perhaps

the reason this negative skewness in the distribution of Ro has

not been explained before is that the generalized Rayleigh

criterion needs to be expressed in terms of gradient Richardson

numbers, something that is not traditionally done. This natu-

rally follows from a ‘‘frontal’’ perspective of the criterion

presented in section 2c of Part I.

5. Summary, implications, and future steps

In this portion our study, we have investigated the out-

come of the criterion F0 5 L0q0 , 0 [cf. Eq. (8)] applied to

curved density fronts. In particular, we have focused on the

dynamical regime in which symmetric instability is expected

to occur—that is, Richardson numbers near 1 (Stone 1966,

1970). While several outcomes of the criterion could be

mentioned, the principal finding is that curvature in low-

Richardson-number flows can act to destabilize cyclonic

fronts and stabilize anticyclonic fronts to symmetric instability,

a feature that increases with increasing curvature magnitude,

jCuj. Although this possibility was noted in Part I, its existence

for realistic values of Ro and Ri (or N/f ) could not have been

predicted without first examining base flows with known

curvature–vorticity relationships, m5 Cu/Ro. This is therefore

a new and significant result.10

While discussions in this study have largely been framed in

terms of vortices, our results are additionally applicable to

curved fronts if one confines such a discussion to the region

r, rm. In reference to the meandering front schematic given in

Fig. 2 of Part I, this would suggest that the blue-shaded region

is susceptible to symmetric–inertial instabilities, while the red-

shaded region is marginally stable. Given the potential for

cyclonic curved flows to be more susceptible to symmetric in-

stability than anticyclonic flows, this implies climate-relevant

dynamics might be occurring within meandering curved fronts

that may not presently be accounted for. For example, there

may be enhanced tracer exchange (e.g., Thomas and Taylor

2010; Taylor and Ferrari 2010; Smith et al. 2016) occurring

within cyclonic meanders but not anticyclonic meanders of

fronts. This may require further study, however, since

stretching terms in F0 might adjust more readily within a

meandering front than is possible within a vortex. With respect

to a recent study of tracer exchange at the northern ‘‘wall’’ of

the Gulf Stream (Wenegrat et al. 2020), this study took place

along a portion of the front that was relatively straight; we

anticipate curvature effects are therefore minimal.

The development of parameterizations of submesoscale

processes for use within coarser-resolution ocean models is

ongoing, with the tremendous foresight that these processes

might be important for large-scale ocean dynamics, influ-

encing, for example, energy, buoyancy, and tracer budgets

(Boccaletti et al. 2007; Thomas and Taylor 2010; Fox-Kemper

et al. 2011; Smith et al. 2016; Bachman et al. 2017). In an effort

to make progress, oceanographers typically approximate these

processes as occurring at fronts that are in TWB, as mentioned

in the introduction to Part I. However, this study suggests a

valid question to ask is, ‘‘At horizontal scales for which sym-

metric instability takes place, to what extent can frontal cur-

vature be neglected?’’ Indeed, this study would suggest that for

submesoscale fronts, or those fronts at which Rossby and

Richardson numbers approach 1.0, it may be necessary to

consider frontal curvature. Moreover, even at mesoscales, this

dynamic could be relevant. The relevant nondimensional

quantity is the curvature number, Cu5 2y/(fr). In summary, if

frontal stability is modified by curvature, then curvature dy-

namics may be relevant to the aforementioned budgets. This

includes bolus transport of nutrient-rich and rare, tracer-rich

waters via coherent vortices, as well as enhanced exchange

between the deep and upper ocean, thereby affecting ocean–

atmosphere exchanges. Submesoscale-resolving ocean simu-

lations and observations are therefore necessary to explore

these hypotheses and to represent such processes within

coarser-resolution ocean models.

The assumptions made in obtaining the instability criterion

F , 0 restrict its application to inviscid flow on the f plane. In

addition, the fronts are assumed to be far enough from the

equator that the meridional component of Coriolis is negligi-

ble. Thus, to consider its application to a greater range of

frontal types and locations, for example, tropical instability

waves (Marchesiello et al. 2011; Holmes et al. 2014), it may be

necessary to generalize the governing equations and associated

instability criterion by 1) permitting displacements of fluid

parcels over larger meridional scales such that f can vary,

perhaps using spherical coordinates, and 2) including the me-

ridional component of Coriolis in the governing equations.

The overwhelming majority of submesoscale vortices ob-

served in the oceans are reported as being anticyclonic

(McWilliams 1985). This has been reiterated more recently

(McWilliams 2016), suggesting that a fundamental under-

standing of the dynamics is lacking. Here, we suggest that,

while the stability criterion examined in our study may not

completely explain the dominance of anticyclonic versus cy-

clonic curvature, it is clear that Eq. (8) applies and may help to

explain the observed asymmetry in the distribution of small-

scale, coherent vortices in the ocean interior. It is important to

stress that formation mechanisms themselves can favor vor-

ticity of a certain sign (D’Asaro 1988a; Gula et al. 2016) and

that viscous effects can be important (Lazar et al. 2013; Yim

et al. 2019). Nevertheless, given the potential for anticyclones

to persist for longer lifetimes and cyclones to dissipate more

rapidly, this study has relevance for energy, momentum, and

biogeochemical tracer fluxes in the oceans, with corresponding

challenges for representation within Earth system models.
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