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Abstract The parametrization of the atmospheric boundary layer (ABL) is critical over the Antarctic
Plateau for climate modelling since it affects the climatological temperature inversion and the negatively
buoyant near-surface flow over the ice-sheet. This study challenges state-of-the-art parametrizations used
in general circulation models to represent the clear-sky summertime diurnal cycle of the ABL at Dome C,
Antarctic Plateau. The Laboratoire de Météorologie Dynamique-Zoom model is run in a 1-D configuration
on the fourth Global Energy and Water Cycle Exchanges Project Atmospheric Boundary Layers Study case.
Simulations are analyzed and compared to observations, giving insights into the sensitivity of one model
that participates to the intercomparison exercise. Snow albedo and thermal inertia are calibrated leading
to better surface temperatures. Using the so-called “thermal plume model” improves the momentum
mixing in the diurnal ABL. In stable conditions, four turbulence schemes are tested. Best simulations are
those in which the turbulence cuts off above 35 m in the middle of the night, highlighting the contribution
of the longwave radiation in the ABL heat budget. However, the nocturnal surface layer is not stable
enough to distinguish between surface fluxes computed with different stability functions. The absence of
subsidence in the forcings and an underestimation of downward longwave radiation are identified to be
likely responsible for a cold bias in the nocturnal ABL. Apart from model-specific improvements, the paper
clarifies on which are the critical aspects to improve in general circulation models to correctly represent the
summertime ABL over the Antarctic Plateau.

1. Introduction

Near-surface air cooling over the Antarctic Plateau exerts a significant control on the continental atmospheric
circulation and on the Southern Hemisphere circulation [e.g., King and Turner, 1997]. Indeed, the negative
surface radiative energy budget leads to a cooling of the air near the surface [Connolley, 1996; Hudson and
Brandt, 2005] and prevailing atmospheric boundary layers (ABLs) that are stably stratified. The subsequent
cold and dense near-surface flow feeds the katabatic winds that blow down the coastal slopes of the continent
[Parish and Bromwich, 1987] and partially drive the meridional polar cells [James, 1989]. In a general circulation
model (GCM), the way the surface-atmosphere heat exchanges are parametrized over the Antarctic Plateau
is thus critical for the representation of the Southern Hemisphere circulation at high latitudes.

Modelling the near-surface turbulent exchanges over the Antarctic Plateau is challenging, first and foremost
because the stable ABL over the Antarctic Plateau is often as shallow as a few tens of meters or even a few
meters [e.g., King, 1990; Pietroni et al., 2012]. Correct representation of the near-surface turbulent processes
thus requires a very fine vertical resolution in the first meters of the atmosphere to obtain reasonable cal-
culations of the turbulent fluxes [Cassano et al., 2001; Vignon et al., 2016]. In addition to resolution issues,
the physical parametrizations currently implemented in climate and weather forecast models have often not
been developed for such extreme conditions. King et al. [2001] showed that the choice of the parametrization
of surface and boundary layer turbulent heat fluxes in stable conditions significantly affects the representa-
tion of the Antarctic climate in the Hadley Centre climate model. In fact, using parametrizations with stability
functions that sharply decrease with increasing stability led to stronger katabatic winds and enhanced cooling
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of the Antarctic coastal waters. Although the latter type of stability functions is closer to observations at Halley
Antarctic station [King and Connolley, 1997], they induce mechanical decouplings between the surface and
the atmosphere over large parts of East Antarctica, as evidenced by extremely strong near-surface tempera-
ture inversions. Using in situ observations along a 45 m tower, Vignon et al. [2017] showed that a mechanical
decoupling between the surface and the atmosphere occurs very frequently at Dome C, East Antarctic Plateau,
sometimes resulting in temperature inversions greater than 25 K between 10 m and the surface.

Beyond Antarctica, the sensitivity of climate modelling to stable ABL parametrization was shown to be crit-
ical in other regions of the world. This is for instance the case, over the western parts of the North Atlantic
and North Pacific oceans where persistent stable ABL form in summer [King et al., 2007], but also in the Arctic
[Viterbo et al., 1999; Sterk et al., 2013; Holtslag et al., 2013; Sterk et al., 2015, 2016]. An improved representa-
tion of the stable ABL in climate and weather forecast models calls not only for a better understanding of the
physical mixing processes near the surface particularly in very stable conditions [e.g., Mahrt, 2014; Holtslag
et al., 2013] but also for a better understanding of the subgrid parametrization itself [Mahrt, 1987; Sandu et al.,
2013]. In a bid to improve the representation of the stable ABL in weather forecast and climate models, single
column models and large eddy simulations (LES) intercomparisons were conducted in the framework of the
Global Energy and Water Cycle Exchanges Project Atmospheric Boundary Layer Study (GABLS) [Holtslag, 2006;
Holtslag et al., 2011]. One of the main conclusions of the first three GABLS intercomparison cases is that
weather forecast models simulate stable ABLs that are too deep and in which the surface drag is too strong, the
low-level jets are excessively eroded and the wind veering with height is underestimated [Cuxart et al., 2006;
Svensson et al., 2011; Bosveld et al., 2014; Holtslag et al., 2013]. In weather forecast models, enhanced mixing
of heat in stable conditions is often maintained to prevent runaway surface cooling and unrealistically strong
weather systems [Sandu et al., 2013], but excessive turbulent fluxes in nocturnal conditions were also observed
in most of GCMs that were involved in the Coupled Model Intercomparison Project 5 (CMIP5) in Svensson and
Lindvall [2015]. While the first three GABLS experiments dealt with relatively weakly stable ABL, a fourth GABLS
experiment was set up over Dome C, Antarctica, where very stable ABL frequently occurs. This fourth GABLS
case consists in the comparison of single column models, LES, and observations during a clear-sky summer
diurnal cycle [Bazile et al., 2014, 2015]. The alternation of a shallow and strongly stratified nocturnal ABL
with convection during daytime constitutes a critical challenge for the atmospheric models, pushing physical
parametrizations to their limits.

The aim of this study is to challenge various formulations of the parametrization of the turbulent mixing in
GCMs to represent the clear-sky summertime ABL over the Antarctic Plateau. We use the 1-D version of the
Laboratoire de Météorologie Dynamique-Zoom (LMDZ) model, the atmospheric component of the IPSL Earth
System model [Dufresne et al., 2013], and compare GABLS4 simulations with in situ observations at Dome C.
Complementary to the GABLS4 models intercomparison, the study provides further insight into the sensitivity
of one particular GCM that participates in the 1-D models intercomparison exercise. Besides providing an
excellent test for the specific physical parametrizations in LMDZ, the present work also gives more general
hints for future developments for the representation of polar regions in GCMs.

The paper is structured as follows. Section 2 briefly reminds the climatology and the meteorological measure-
ments at Dome C. Section 3 presents the LMDZ model and describes the relevant physical parametrizations.
Section 4 presents the setup of the GABLS4 simulations, the results of a simulation that uses the standard con-
figuration of the model, and the setup of a control simulation with adapted surface parameters and vertical
grid. Section 5 then shows the results of the sensitivity analysis to turbulent mixing parametrizations. Section 6
discusses experiments with modified model forcings. Finally, section 7 presents our conclusions.

2. Climatological Settings and Meteorological Observations
2.1. Summer Climate at Dome C and the GABLS4 Case
Dome C is located in the eastern part of the high Antarctic Plateau (75∘06’S, 123∘.20’E; 3233 m a.s.l.; local
time = UTC + 8 h) where the French-Italian station Concordia has been set up. The landscape consists of
a homogeneous snow desert, with no discernible slope (less than 1‰). The snow surface is covered by
10 to 30 cm snow-eroded forms called sastrugi. The sky is predominantly clear. The air is very cold and
dry, with monthly mean 2 m temperature ranging from about −27∘C in austral summer to about −65∘C in
the winter polar night [Genthon et al., 2013]. Genthon et al. [2015] report a mean annual accumulation of
approximately 8 × 10−2 m y−1 of snow (≈2.7 × 10−3 m w.e. y−1). The “flatness” of the Dome prevents local
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Figure 1. Vertical profiles of (top row) temperature and (bottom row) wind speed at (left column) 1100 LT and
(right column) 2300 LT. Full black lines are the composite profiles calculated over December and January months from
2009 to 2014. Dashed black lines indicate plus or minus one standard deviation. Red lines show the profiles at 1100 on
12 December 2009 and at 2300 on 11 December 2009.

generation of katabatic winds, and the 10 m wind has a moderate annual mean speed, 5.0 m s−1, and it is
mostly southwesterly. Rare peaks reach 12 m s−1 [Argentini et al., 2014]. Few occurrences of significant wind-
transported snow occur [Libois et al., 2014]. In summer (December-January-February), even though the Sun
remains always above the horizon, the ABL evolves in a clear diurnal cycle. Convective activity is present during
daytime [e.g., Genthon et al., 2010] referring hereafter to the time of the day when the Sun is high above
the horizon and when the radiative energy budget at surface is positive. Conversely, a stable stratification
sets during nighttime [Genthon et al., 2010], i.e., when the Sun is close to the horizon and when the radia-
tive energy budget at surface is negative. The upper nocturnal ABL is often affected by an inertial oscillation
with a typical period of 12.4 h. It leads to a low-level jet [Gallée et al., 2015a], peaking sometimes in the first
20 m above the ground. Sodar measurements showed that the turbulent ABL is 100–300 m deep during
daytime and shallower than 50 m during nighttime [Pietroni et al., 2012; Casasanta et al., 2014]. In cloudy
conditions, the amplitude of the ABL diurnal cycle is significantly reduced [Genthon et al., 2013; Gallée and
Gorodetskaya, 2010].

Hereinafter, the evaluation of the 1-D version of LMDZ is made in the framework of the GABLS4 experiment
[Bazile et al., 2014, 2015]. The GABLS4 single column model exercise is a 1-D simulation at Dome C for the
period 11 December 2009, 0800 LT to 12 December, 2000 LT. Figure 1 shows the observation of the vertical
profiles of temperature (T) and wind speed (U) over the first 45 m at 2300 local time (LT) on 11 December
and at 1100 LT on 12 December 2009 (red lines) at Dome C. Details on the observing system are given in
the next section. The profiles are close to the summertime climatological ones (solid black lines), evidencing
the representativeness of the summer diurnal cycle during the GABLS4 period. The wind direction is also
southwesterly and close to the climatology [Barral et al., 2014].

2.2. In Situ Data
In the present study, we use in situ data from the Dome C meteorological observatory. We analyze tempera-
ture and wind data obtained along a 45 m tower. We also use radiation data obtained by the Baseline Surface
Radiation Network (BSRN), [Lanconelli et al., 2011] from which we retrieve the surface temperature using a

Table 1. Heights of Sensors on the 45 m Tower in December a

Heights of Sensors (m) on the 45 m Tower

Temperature 3.4, 8.9, 18.0, 25.4, 32.8, 42.0

Wind 3.9, 9.4, 18.5, 25.9, 32.3, 41.7
aHeights may slightly vary with time due to snow accumulation.
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surface emissivity of 0.99 [Brun et al., 2012], as well as the surface albedo by calculating the ratio between
the downward and upward shortwave radiations. Heights of the sensors in December 2009, i.e., during the
GABLS4 period (see section 4.1) are shown in Table 1, and details on the measurements themselves can be
found in Genthon et al. [2010, 2013]. We also use turbulence data in 2014 and 2015 estimated by eddy covari-
ance using a Metek USA-1 sonic thermo-anemometer measurements at 3.5 m [Pietroni et al., 2012; Casasanta
et al., 2014].

3. Model Description
3.1. The LMDZ General Circulation Model
The model we use is an improved version of the LMDZ5B model [Hourdin et al., 2013], atmospheric compo-
nent of the IPSL Earth System Model (IPSL-CM5) used for climate studies and climate change projections, and
in particular involved in the last CMIP5 exercise. Although initially developed for tropical and midlatitudes
regions, Krinner et al. [1997] started to evaluate the LMDZ model over Antarctica. They proposed changes in
the model physics and tuning, like a new value for the albedo for instance, to improve the representation
of the polar climates. The LMDZ GCM was then used to study various aspects of the climate over Antarctica,
such as tropospheric circulation [e.g., Genthon et al., 2002], surface mass balance [e.g., Agosta et al., 2013],
oceanic forcing on the Antarctic climate [e.g., Krinner et al., 2014], and transport of chemical species at high
southern latitudes [e.g., Cosme et al., 2005]. However, none of the studies have compared the model to in situ
meteorological observations in the ABL over the Plateau.

In this study we use a version of LMDZ under development that is based on the version described in Hourdin
et al. [2013] but contains substantial changes in the physical parametrizations. One major change is the ver-
tical resolution: 79 levels in the new version developed for CMIP6 instead of 39 in the previous version. This
new vertical discretization has been set up as a trade-off for the modelling of the stratosphere dynamics,
tropospheric circulation, and ABL processes. Above Dome C, the model contains 15 levels in the first 500 m, of
which three are in the first 45 m (height of the meteorological tower). We now describe the parametrizations
that are expected to be critical for modelling the ABL at Dome C.

3.2. Atmospheric Boundary Layer in LMDZ
In LMDZ, the parametrization of the vertical turbulent flux 𝜌w′q′ of a scalar q (being either the zonal or
meridional wind component, the virtual potential temperature or the specific humidity) reads

𝜌w′q′ = 𝜌𝛼̂ŵ(q̂ − q) − 𝜌Kq
𝜕q
𝜕z

(1)

where z is the height, 𝜌 is the air density, 𝛼̂ is the fraction of the horizontal surface covered by ascending
plumes, ŵ the turbulent vertical velocity in the thermals, q̂ the value of q in the plume, and Kq a local turbulent
diffusion coefficient.

The first term in the right-hand side of this equation corresponds to the transport by a mass flux scheme called
the “thermal plume model” and described in detail in Hourdin et al. [2002] and Rio et al. [2010]. Note that this
term is only active in convective conditions.

The second term in the right-hand side of equation (1) is a local turbulent diffusion term. It is parametrized
using a 1.5 order closure K-gradient scheme. This scheme retains the prognostic equations for the zero-order
statistics of mean wind, potential temperature and humidity, and a prognostic equation (see Appendix A) for
the turbulent kinetic energy (TKE = 1∕2×(u′2+v′2+w′2), where u′, v′, and w′ are the turbulent fluctuations of
the zonal, meridional, and vertical components of the wind, respectively) whose square root gives a turbulent
velocity scale used in the formulation of the eddy diffusivity and conductivity. The version of the K-gradient
scheme used in LMDZ was developed in Yamada [1983, hereafter Y83], and it is based on previous works on
turbulence models for applications to the ABL in Mellor and Yamada [1974, 1982].

The expressions for the turbulent exchange coefficients for momentum Km and for potential temperature and
humidity Kh read

Km = lSm

√
2 TKE (2a)

Kh = lSh

√
2 TKE (2b)
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Figure 2. Sm and Sh versus the gradient Richardson number Ri. Solid (resp. dashed) lines show functions without
(resp. with) the lower bound values prescribed in Y83.

where l is a master length scale and Sm and Sh are stability functions. l is calculated following Blackadar
[1962], Deardoff [1980], and Ayotte et al. [1996] as

l = min

(
l0

𝜅z
𝜅z + l0

,

√
TKE
2N2

)
(3)

with z the altitude, 𝜅 = 0.4 the Von Kármán constant, and N the Brünt Vaisala frequency. l0 is an asymptotic
length scale, i.e., a limit of eddy size above the surface layer, set equal to 150 m. As an extra constraint, l is
lower bounded by a minimum value lmin = 1 m in order to enhance the mixing in very stable conditions. l is
related to the dissipation length scale l𝜖 viz

l𝜖 = TKE3∕2∕𝜖 (4)

= 2−3∕2 × B1l (5)

where 𝜖 is the TKE dissipation and B1 a constant set at 16.6 in Y83.

The stability functions Sm and Sh are semiempirical functions of the Richardson number Ri. They are plot-
ted in Figure 2. Background values of 0.085 and 0.0952 for Sm and Sh, respectively, were introduced in Y83
for Ri > 0.143 because the author pointed out that the usage of the full second-moment turbulence clo-
sure of Mellor and Yamada [1974] does not produce a clear cutoff of turbulence even at strong stability. Y83
thus retained threshold values to account for the terms in the second-moment equations that are neglected
in the 1.5 order closure. The effect of such thresholds is visible in Figure 2. In the following, we will test a
modified version of the current Y83 scheme with no thresholds for the Sm and Sh functions (version used
in Mellor and Yamada [1982]) and with lmin = 0. It will be referred to as Y83free. The discrete formulation
and the numerical implementation of Y83 scheme and of the thermal plume model are detailed in Hourdin
et al. [2002].

3.3. Alternatives for Turbulent Diffusion
After the conclusions of Cuxart et al. [2006] and Sterk et al. [2013], we can expect the modelling of the stable
nocturnal ABL at Dome C to be sensitive to the choice of the turbulent scheme. That is why, in addition to the
Y83 scheme, we test two alternative models for turbulent diffusion.

The TKE − 𝜖 scheme from Duynkerke [1988] and that is used in the regional model MAR [Gallée and Schayes,
1994] was shown to be reasonably valid for representing the Dome C ABL in summer [Gallée et al., 2015b].
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The TKE and its dissipation 𝜖 are estimated with two prognostic equations, and the eddy diffusivity and the
conductivity are calculated as follows:

Km = c𝜇
TKE2

𝜖
(6a)

Kh = c𝜇
TKE2

𝜖
Pr−1 (6b)

with c𝜇 a constant and Pr the turbulent Prandtl number. This method shows the advantage to circumvent the
parametrization of a master length scale as in the Y83 scheme, and the prognostic equation on dissipation
allows one to relate the mixing length to local sources of turbulence. However, a TKE-𝜖 scheme requires the
resolution of two prognostic equations rather than one, and the prognostic equation for 𝜖 needs a calibration
of semiempirical parameters. As underlined, for instance, by Sukoriansky et al. [2005], the basic TKE-𝜖 scheme
implies a constant Prandtl number. Several studies like Esau and Grachev [2007], Zilitinkevich et al. [2008], or
Anderson [2009] show that the Prandtl number increases with stability probably because of the increase of the
relative contribution of internal waves to the mixing. Sukoriansky et al. [2005] propose a spectral theory as an
extension of the TKE-𝜖 model that includes an parametrization of the Prandtl number accounting for stabil-
ity effects. They obtain good model-observation comparisons with data from the Surface HEat Budget in the
Arctic program. Following Gallée et al. [2015b], we thus decided to include this Pr parametrization. In the
present study, the TKE-𝜖 scheme was implemented in LMDZ using an implicit time integration scheme
developed in Deleersnijder [1992].

Zilitinkevich et al. [2013, hereafter Z13] propose a new class of turbulence closure models for stably stratified
geophysical flows. To account for the increase in turbulence anisotropy with an increase in stability, a new
parametrization of turbulence anisotropy was developed. A prognostic equation of the turbulent potential

energy (TPE = 1∕2 ×
(

g
𝜃N
𝜃′
)2

, where g is the acceleration due to gravity, 𝜃 is the potential temperature, and
𝜃′ is the turbulent fluctuation of the potential temperature) was also added. Accounting for TPE allows for the
maintenance of turbulence by wind shear even at large Ri [Mauritsen et al., 2007]. In other words, it prevents
the TKE from irredeemably decaying as Ri exceeds a critical value like in common turbulence schemes that
only include a TKE equation. As TPE increases, the countergradient contribution to the turbulent heat flux due
to the buoyancy effect of potential temperature fluctuations increases, leading to a decrease in Kh and thus
to an increase Pr with stability [Zilitinkevich et al., 2007]. For this study, we have implemented in LMDZ the
turbulence closure recommended for climate models (so-called the “downgradient transport model” in Z13)
which is based on three prognostics equations: one for the TKE, one for the TPE, and one for t𝜖 = TKE∕𝜖. In
this closure, the eddy viscosity and conductivity read

Km = 2C𝜏 t𝜖AzTKE (7a)

Kh = 2CF t𝜖AzTKE

(
1 −

C𝜃TPE

AzTKE

)
(7b)

C𝜏 , CF , and C𝜃 being numerical constants equal to 0.2, 0.25 and 0.105 respectively [Zilitinkevich et al., 2013].
Az = TKEz∕TKE with TKEz the vertical component of TKE. Although the Z13 scheme has not been developed
for moist air, this is not critical here since we perform simulations in the very dry atmosphere of the Antarctic
Plateau. The Z13 system of three prognostics equations has been implemented with a “forward-backward”
numerical scheme, and it is numerically stable for time steps of a few tens of seconds, which is reasonable for
1-D simulations.

3.4. Surface Turbulent Fluxes
The surface turbulent fluxes are calculated with bulk formulae between the surface and the first model level.
The surface wind stress 𝜏 , the surface sensible heat flux H, and the surface latent heat flux Le over snow read

𝜏 = 𝜌1u2
∗ = 𝜌CdU2

1 (8)

H = −𝜌1cpChU1(𝜃v1 − 𝜃s) (9)

Le = −𝜌1LsubChU1(qv1 − qvs) (10)
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with u∗ the friction velocity; cp the specific heat of air at constant pressure; Lsub the latent heat of sublimation;
and U, 𝜃v , and qv the wind speed, the virtual potential temperature, and the specific humidity respectively.
The subscript 1 refers to quantities at the first model level, and the subscript s refers to surface variables.
Saturation with respect to ice over snow-covered surfaces is assumed. Cd and Ch are the drag coefficients for
momentum and heat respectively (we make here the usual assumption that drag coefficients for heat and
moisture are equal), and they read

Cd = 𝜅2

ln(z1∕z0)2
× fm (11)

Ch = 𝜅2

ln(z1∕z0) ln(z1∕z0t)
× fh (12)

z1 is the height of the first model level, z0 and z0t are the roughness lengths for momentum and heat, respec-
tively, and fm and fh are stability functions of the bulk Richardson number Rib between the first model level
and the surface. The default value of z0 and z0t over the Antarctic Plateau implemented in LMDZ is 10−3 m
which is the same value as in the European Center for Medium Range Weather Forecasts (ECMWF) Integrated
Forecast System model [Dutra et al., 2015]. This value is close to the mean z0 value of 5.6 × 10−4m found for
Dome C in Vignon et al. [2016] although the latter study mentions that z0 significantly varies with wind direc-
tion due to the alignment of the sastrugi. Moreover, the ratio z0t∕z0 over snow-covered surfaces may vary with
the near-surface flow [Andreas, 1987]. Vignon et al. [2016] suggested that atmospheric models need a dynam-
ical parametrization of roughness lengths over Antarctica to optimize the calculation of turbulent fluxes and,
furthermore, to calculate drifting snow fluxes. Hitherto, such a parametrization is not available for GCMs and
we thus keep z0 and z0t as constants in the present study.

The fm and fh functions currently implemented in LMDZ are those from Louis et al. [1982] (L82). For stable
surface layers, these functions read as follows:

fm = 1∕

(
1 + 10

Rib√
1 + 5 × Rib

)
(13a)

fh = 1∕
(

1 + 15 × Rib

√
1 + 5 × Rib

)
(13b)

They are considered as “long-tail” functions because they maintain a significant level of turbulence even at
large Rib (see Figure 3). They were shown to be appropriate for use in atmospheric models as they empir-
ically compensate for the unresolved variability inside a model grid box [Delage, 1997], and they prevent
surface-atmosphere decouplings [McNider et al., 2012]. Cassano et al. [2001] showed that the turbulent fluxes
calculation at Halley station is sensitive to the choice of the stability function in stable conditions. We therefore
decided to test alternative stability functions. King and Connolley [1997] show that the Monin-Obukhov (MO)
similarity functions agree reasonably well with observations at Halley station. Assuming that the roughness
lengths for momentum and heat are equal and that the similarity functions for momentum and heat are iden-
tical linear functions of z∕L (L being the MO length), England and McNider [1995] show that the corresponding
fm and fh read as follows:

with 𝛽=5 according to King et al. [2001]. Vignon et al. [2016] show that, in stable conditions, commonly-used
similarity functions for dimensionless wind shear 𝜙m reasonably fit the in situ data at Dome C, while the
similarity functions for dimensionless temperature gradient 𝜙h become low biased as the stability increases.
𝜙m and 𝜙h functions are linked to fm and fh viz fm=𝜙−2

m and fh=𝜙−1
m 𝜙−1

h [England and McNider, 1995]. Green
lines in Figure 3 show that the MO-based functions of King and Connolley [1997] better fit the in situ estima-
tions of fm and fh at Dome C (grey dots) than the L82 functions, consistently with results obtained at Halley. We
can also notice that these functions vanish at a critical Richardson number 1∕𝛽 implying a cutoff of turbulence
at large Rib.

Following the ideas of Derbyshire [1999], King et al. [2001] (K01) found a trade-off between long-tail functions
and the MO functions that lead to improved simulations of surface fluxes over Antarctica.
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Figure 3. (a) fm and (b) fh stability functions in the surface layer versus the bulk Richardson number. fm and fh data
estimated from observations (grey dots) were obtained from a data set of dimensionless wind shear 𝜙m and
temperature gradient 𝜙h calculated from near-surface wind, temperature, and turbulence measurements in January,
February, November, and December 2014 and 2015, with the same method as in Vignon et al. [2016]. We then used the
relations fm = 𝜙−2

m and fh = 𝜙−1
m 𝜙−1

h
(see text for details). The L82 (blue line), K01 (red line), and MO (green line) schemes

are plotted as well as the first-order-like stability functions of the Y83 (solid black line) and Y83free (dashed black line)
(see Appendix B). The brown (resp. dashed) solid lines indicate Rib = 0.1 (resp. Rib = 0.14), i.e., the maximum value
reached in the simulations with a first model level at 3m (resp. at 8m); see section 5.3.

with 𝛽2 = 4. Figure 3 shows that MO functions and K01 (red curves) functions are closer to the first-order-like
stability functions of the Y83 and Y83free schemes [Cuxart et al., 2006] (see Appendix B for details) compared
to the L82 functions. MO functions and the K01 functions in the surface layer are thus more consistent with
the standard turbulent diffusion scheme in LMDZ. One can further point out in Figure 3 that the K01 functions
show the best comparison with both fm and fh in situ data (grey dots). The sensitivity to the choice of stability
functions in the first model layer in stable conditions is assessed in section 5.3.

The turbulence schemes as well as the surface drag schemes are listed in Table 2.

3.5. Albedo and Snow Thermal Inertia
In the standard LMDZ version, snow albedo over “land ice” surfaces (alb) is a constant fixed to 0.77 for both
visible and near-infrared spectra. This value is in the bottom part of the range for the Antarctic Plateau [e.g.,
Grenfell and Warren, 1994] and particularly for Dome C [King et al., 2006]. It was tuned in the version of the
model used for previous CMIP exercises to compensate for a deficit in longwave downward radiation at the
surface. We reconsider the albedo value for the GABLS4 case in section 4.4.

The heat transfer in the snow is parametrized as a conductive process with a fixed thermal inertia I =
√
𝜆s𝜌sCs,

𝜆s, 𝜌s, and Cs being, respectively, the conductivity, the density, and the specific heat per unit mass of the
snow. The scheme of the heat transfer in the ground is detailed in Hourdin [1992] and Aït-Mesbah et al. [2015].

Table 2. Acronyms and Specifications of the Turbulence Schemes and of the Surface
Drag Coefficient Schemes Depending on the fm and fh Functions in Stable Conditions

Acronym Specification

Turbulence Scheme

Y83 1.5 order closure scheme from Yamada [1983]

Y83free Yamada [1983] scheme, with no Sm,h thresholds and lmin = 0

TKE-𝜖 TKE-𝜖 scheme from Duynkerke [1988]

Z13 Energy-flux budget scheme from Zilitinkevich et al. [2013]

Surface Drag Coefficient Scheme in Stable Conditions

L82 fm,h from Louis et al. [1982]

K01 fm,h “SHARP” functions from King et al. [2001] and Derbyshire [1999]

MO fm,h similar to linear MO functions from England and McNider [1995]
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The current vertical discretization with 11 levels enables to represent the e-folding damping of thermal waves
with typical periods from 1800 s (first layer) to 240 y (eleventh layer).

The numerical value of the snow thermal inertia is critical, since it significantly constrains the amplitude of
the diurnal temperature range [Aït-Mesbah et al., 2015]. The default value of the snow thermal inertia over ice
sheets in LMDZ is 2000 J m−2 K−1 s−1∕2, a typical value of pure ice. The first 20 cm of snow at Dome C, i.e.,
the depth that absorbs the major part of the temperature diurnal cycle, has a mean density of ≈ 300 kg m−3

[Libois et al., 2014]. Using the thermodynamical laws in Yen [1981] at T = 233 K leads to I = 321 J m−2 K−1 s−1∕2.
It is worth noting that the attribution of inappropriate values for surface parameters over ice sheets in LMDZ
is observed in other GCMs. For instance, Dutra et al. [2015] revealed that in the IFS GCM over Antarctica, the
snow “thermal depth” was set at 1 m. As a consequence, the thermal inertia of the snow was significantly
overestimated and this prevented to capture the short time scales (to a few hours) of the surface temperature
variations at the South Pole. Likewise, Scheider and Reush [2016] show that climate models among CMIP5 have
biases in albedo over Antarctica up to 0.062 compared to satellite observations, leading to significant errors
in the radiative energy budget at the surface.

4. GABLS4 LMDZ Simulations
4.1. GABLS4 Setup
In the GABLS4 exercise, the 1-D version of LMDZ is run during 36 h from 11 December 2009 at 0800 LT.
The model is laterally forced with the geostrophic wind (Ugeo) and with advections of temperature and
humidity. Further details on the GABLS4 setup can be found on the Web pages http://www.umr-cnrm.fr/
aladin/meshtml/GABLS4/workshop_tlse_site/Wednesday/General_objectives_EBazile.pdf and http://www.
umr-cnrm.fr/aladin/meshtml/GABLS4/workshop_tlse_site/Wednesday/LeMoigne_GABLS4.pdf.

One-dimensional simulations were carried out with three different vertical grids:

1. The default 79-level grid defined for the IPSL-CM6 configuration of the IPSL coupled model that will be used
for the CMIP6 exercise. The first level is at about 6.5 m above the surface, and there are three levels in the
first 45 m.

2. A refined 90-level grid prescribed for the fourth stage of the GABLS4 experiment [Bazile et al., 2015], with a
first level at 3 m above the surface and eight levels in the first 45 m.

3. An 89-level grid identical to the 90-level one except that the first model level is at 8 m above the surface,
with the first layers encompassing the two first layers of the 90-level grid.

A 30 s time step is used for all the experiments in order to ensure numerical stability of all the turbulence
schemes. It is worth noting that for simulations with the Y83 turbulence scheme, all the 1-D results are
consistent for time steps up to a few minutes. The radiative transfer code is called every 10 min.

One-dimensional simulations are summarized in Table 3. Numbers at the end of the names refer to the vertical
grid. Further details about the simulations are given throughout the manuscript.

4.2. Standard Configuration of LMDZ
Figure 4 shows a comparison of simulated temperature and wind speed with observations on the meteoro-
logical tower (left) for the current standard LMDZ configuration (row “STD-79” in Table 3). In the observations
(Figures 4a and 4d), we clearly see the alternation of a diurnal convective activity associated with well-mixed
temperature and wind with a shallow stable nocturnal ABL (white arrows indicate when the net radiative bud-
get at the surface reverses sign) with significant vertical gradients of temperature and wind speed up to about
20 m at midnight. At 0800 LT on the second day, the convection initiates again. During the first part of the
night, we observe an acceleration of the wind down to 10 m (Figure 4d). The nocturnal wind speed then decays
and accelerates again around 0500 LT above 20 m. This wind pattern is characteristic of the development of
a low-level jet associated to an inertial oscillation as explained in Gallée et al. [2015a].

LMDZ captures relatively well the temperature and wind during daytime even though temperature is cold
biased, and the wind speed during the second day is overestimated. During nighttime, the stratification of
temperature and vertical wind shear is strongly underestimated and the near-surface temperature is too
high. Even though a nocturnal jet is simulated, it peaks at around 75 m at 0100 LT, much higher than in the
observations.
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Table 3. Table of the 1-D GABLS4 Experimentsa

z1 I z0, z0t

Simulations Res (m) alb (J m−2 K−1s−1∕2) (m) fm, fh , Km, Kh TPM

STD-79 79 6.5 0.77 2000 10−3, 10−3 L82 Y83 Yes

Alb-79 79 6.5 0.81 2000 10−3, 10−3 L82 Y83 Yes

I-79 79 6.5 0.77 321 10−3, 10−3 L82 Y83 Yes

new-snow-79 79 6.5 0.81 321 10−3, 10−3 L82 Y83 Yes

CTRL-90 90 3 0.81 321 10−3, 10−4 K01 Y83 Yes

Y83-79 79 6.5 0.81 321 10−3, 10−4 L82 Y83 Yes

noTPM-90 90 3 0.81 321 10−3, 10−4 K01 Y83 No

noTPM-79 79 6.5 0.81 321 10−3, 10−4 K01 Y83 No

Y83free-90 90 3 0.81 321 10−3, 10−4 K01 Y83free Yes

TKE-𝜖-90 90 3 0.81 321 10−3, 10−4 K01 TKE−𝜖 Yes

Z13-90 90 3 0.81 321 10−3, 10−4 K01 Z13 Yes

Y83free-79 79 6.5 0.81 321 10−3, 10−4 K01 Y83free Yes

L82-90 90 3 0.81 321 10−3, 10−4 L82 Y83free Yes

K01-90 90 3 0.81 321 10−3, 10−4 K01 Y83free Yes

MO-90 90 3 0.81 321 10−3, 10−4 MO Y83free Yes

z0h-90 90 3 0.81 321 10−3, 10−3 K01 Y83free Yes

z1-L82-89 89 8 0.81 321 10−3, 10−4 L82 Y83free Yes

z1-K01-89 89 8 0.81 321 10−3, 10−4 K01 Y83free Yes

z1-MO-89 89 8 0.81 321 10−3, 10−4 MO Y83free Yes

z1-z0h-89 89 8 0.81 321 10−3, 10−4 K01 Y83free Yes
a“Res” refers to the number of levels in the vertical grid. “TPM” refers to activation of the thermal plume model.

Figure 4. (a–c) Temperature and (d–f ) wind speed in the observations (left) , in the STD-79 simulation (middle), and in the CTRL-90 simulation (right). White
arrows indicate times at which the net radiative budget at the surface reverses sign.
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4.3. Adapted Snow Parameters
The major differences in the thermal structure of the ABL between the STD-79 simulation and the observa-
tions come from an inappropriate default setting of the values of the snow albedo and of the snow thermal
inertia in the model. Hereafter, we explore the impact of the sole change in the snow albedo from the default
0.77 value to the observed 0.81 value (average over the GABLS4 period and recommended after the first
GABLS4 workshop in Toulouse, France, [Bazile et al., 2015]) and in the snow thermal inertia from the default
2000 J m−2 K−1 s−1∕2 value to 321 J m−2 K−1 s−1∕2 to better fit observations at Dome C. The simulation that
accounts for the change in albedo (resp. thermal inertia) but keeps the original value of the snow thermal
inertia (resp. albedo) is referred to as Alb-79 (resp. I-79). The simulation with both changes is referred to as
new-snow-79.

In Figure 5, comparing the STD-79 (green dashed line) and the I-79 simulations (green solid line) that differ only
by the prescribed value of the snow thermal inertia, one can point out that this parameter exerts a significant
control on the amplitude of the diurnal cycle of the surface temperature Ts (top), of the sensible heat flux H
(bottom left), and of the snow conductive heat flux G, defined positive downward (bottom right ). The higher
the thermal inertia, the lower the amplitude of the diurnal cycle of Ts and H and the higher the amplitude
of the diurnal cycle of G. In the Alb-79 simulation with a realistic albedo but overestimated snow thermal
inertia (dashed blue line), the diurnal cycle of Ts is underestimated compared to observations, with a cold bias
during the “day” and a more pronounced warm bias during the “night.” Following on from the analysis of the
role of the thermal inertia in the representation of the diurnal range of surface temperature in Aït-Mesbah
et al. [2015], the asymmetry of the magnitude of the bias between daytime and nighttime can be explained
as follows.

During daytime, an overestimated I leads to an overestimation of G (in magnitude) that tends to make the
surface temperature cold biased. As 𝜕H∕𝜕(𝜃v1 − 𝜃s) is large (in magnitude) in convective conditions, the cold
bias at the surface results in a significant underestimation of the sensible heat flux (Figure 5b) that acts to
damp the cold bias at the surface.

On the other hand, during nighttime, the ABL turbulence and the surface sensible heat flux are weaker. The
negative feedback in response to the higher nighttime G (in magnitude) is therefore not efficient, and the
surface temperature becomes significantly warm biased.

Using a snow thermal inertia of I = 321 J m−2 K−1 s−1∕2 and a snow albedo of 0.81 in the new-snow-79 sim-
ulation (solid blue lines) leads to a much better agreement between simulated and observed Ts. Comparing
the new-snow-79 simulation with the I-79, one can particularly notice the better daytime surface tempera-
tures due to the setting of a more correct value of the albedo. However, the new-snow-79 simulation is too
cold by 2 K during the night compared to the observations and this aspect is further discussed in section 6.
In the new-snow-79 simulation, it is worth noting that H and G values are close to the typical values for the
summer diurnal cycle at Dome C reported in King et al. [2006]: H = 16 ± 3 W m−2 and G = 19 ± 6 W m−2 at
1200 LT and H = −7 ± 1 W m−2 and G = −18 ± 5 W m−2 at midnight LT. One can point out the larger thermo-
dynamic contribution of the snow heat flux compared to the sensible heat flux in the surface energy budget
during nighttime. At 2300 LT, H = −10.5 W m−2 and G = −27.0 W m−2, while the net radiative cooling is equal
to 39 W m−2 (not shown). The strong sensitivity of the surface temperature to snow thermal inertia as well as
the large relative importance of the snow heat flux in the nocturnal surface energy budget echoes one of the
conclusions from the GABLS3 experiment that states that the thermal coupling with the soil (snow) has the
largest influence on the surface and near-surface temperatures in the stable ABL [Bosveld et al., 2014]. This also
highlights the need in GCMs to have a snow model that captures short time scales. Note that the above con-
clusions are weakly sensitive to the vertical resolution of the model as well as to the choice of the turbulent
scheme in the ABL.

4.4. Setup of a Control Simulation for the Sensitivity Study to the Turbulent Mixing Formulations
In order to make a proper sensitivity analysis to the turbulent mixing parametrization in the next section, we
set up a control simulation with more adapted surface parameters than in the STD-79 simulation and with a
refined vertical resolution.

We consider the refined 90-level vertical grid jointly with the more appropriate values of the snow albedo and
thermal inertia used in the new-snow-79 simulation. Note that we keep the default z0=10−3m because it is
close to the estimations for wind directions in the range met during the GABLS4 period [Vignon et al., 2016].
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Figure 5. (a) Surface temperature, (b) surface sensible heat flux toward the air, and (c) conductive heat flux toward the
snow for simulations with different snow albedo and snow thermal inertia.

However, as recommended in Vignon et al. [2016], we set the z0t value to z0∕10 = 10−4m. Following the
conclusions of section 3.4, we use the K01 fm and fh functions for the surface drag calculations.

The obtained control simulation (CTRL-90) shows more realistic structures of potential temperature and wind
speed compared to the STD-79 simulation (Figures 4c and 4f). However, the near-surface vertical gradient of
potential temperature during nighttime remains underestimated and the nocturnal jet remains too strong
and too high. In addition to the sensitivity to the turbulent mixing formulations, the next section investigates
the specific sensitivities of the ABL modelling to the change in vertical resolution, in the formulations of the
drag stability functions and in z0t .
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Figure 6. (top) Time series of h over the log10( ̂TKE) field in the CTRL-90 simulation during the second day of simulation.
Vertical profiles of potential (bottom left) temperature and (bottom right) wind speed at 1400 LT in the second day
of simulation. Simulations are carried out with two different vertical resolutions and with or without the thermal plume
model. Due to convection at this time of the day, homogeneous profiles of 𝜃 and U are expected. This is confirmed
by observations within instrumental accuracy [Genthon et al., 2013].

5. Results of the Sensitivity Analysis to Turbulent Mixing Parametrizations

In this section, we present different sensitivity tests to turbulent mixing parametrizations with respect to the
CTRL-90 simulation.

5.1. Diurnal Convective ABL: Sensitivity to the Use of the Thermal Plume Model
The representation of the convective ABL in LMDZ was shown to be improved by the use of the thermal plume
model in tropical regions [e.g., Hourdin et al., 2015]. We explore here the effect of this scheme in modelling the
weakly convective and dry diurnal ABL at Dome C. Figure 6 shows the time series of the ABL height during
the second day of simulation and the vertical profiles of the potential temperature 𝜃 and the wind speed
at 1400 LT. Simulations with (resp. without) the thermal plume model are plotted in solid (resp. dashed) line
for two vertical resolutions: the 79-level grid in red and the 90-level grid in blue. In Figure 6 (top), we show
the turbulent layer in the CTRL-90 simulation (with the thermal plume model) by plotting in grey scale the
quantity ̂TKE defined as:

̂TKE = TKE + 𝛼̂ŵ2 (16)
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The ABL height h is then diagnosed as the height at which ̂TKE is equal to 5% of its values at the first model
level. In Figure 6 (top), we see that this diagnostics gives an ABL height ranging between 45 and 320 m.
These values fall in the range of daytime turbulent ABL heights estimated at Dome C in summer using
2011–2012 sodar observations, 40–340 m, in Casasanta et al. [2014]. However, comparing the different lines
in Figure 6 (top), one can point out that the ABL height in the model is sensitive to the use of the thermal
plume model and to the vertical resolution. For instance, h in the CTRL-90 simulation (solid blue line) drops
earlier in the late afternoon compared to the other simulations.

One can further notice that the vertical profiles of both potential temperature (Figure 6, bottom left) and wind
speed (Figure 6, bottom right) are less sensitive to the vertical resolution when the thermal plume model
is activated. The use of the thermal plume model leads to weak wind speed gradients over the first 45 m
in agreement with observations (black lines). Conversely, in simulations without the mass flux scheme, the
vertical wind speed gradient over the first 50 m is significant. This confirms the ability of the thermal plume
model to represent in a more physical way the vertical transport of momentum [Hourdin et al., 2002, 2015].
However, the wind speed at 1400 LT over the first 45 m is overestimated by approximately 1.2 m s−1 in all the
simulations. This can question the geostrophic wind forcing in the simulations. This point is further discussed
for the nocturnal ABL in section 6.1.

5.2. Nocturnal ABL: Sensitivity to the Local Turbulent Diffusion Scheme
We now analyze the performances of the different local turbulent diffusion schemes in representing the very
stable ABL during the GABLS4 night.
5.2.1. Vertical Structure of the Potential Temperature and Wind
We compare four simulations that differ only by their local turbulence scheme: the default Y83 scheme, the
Y83free scheme, the TKE-𝜖 scheme, and the Z13 scheme (corresponding, respectively, to the CTRL-90, Y83free−90,
TKE-𝜖-90, and Z13-90 simulations in Table 3).

Figure 7 shows vertical profiles of the potential temperature (a) and wind speed (b) in the first 100 m at 0100 LT,
i.e., in the middle of the night. The vertical structures of the temperature and the wind speed during the whole
experiment are depicted in Figure S1 in the supporting information. The potential temperature in the first
35 m is too cold in all the simulations compared to observations. The absence of large-scale subsidence in
the forcings may explain a part of this bias (see section 6.3). Moreover, the vertical gradient of potential tem-
perature in the first 10 m in the CTRL-90 and TKE-𝜖-90 simulations are significantly underestimated compared
to the observed one (≈0.35 K m−1) reflecting a significant excess of turbulent heat mixing. In particular, the
vertical profile in the TKE-𝜖-90 simulation presents a marked concavity, i.e., an increase in the temperature
inversion with an increase in height. In addition to better temperature profiles, one noticeable improvement
in the Y83free-90 and Z13-90 simulations is a more distinct and lower nocturnal jet (green and yellow lines
in Figure 7b). However, the nocturnal wind speed is overestimated in all the simulations, with values greater
than 6.5 m s−1, while the observed wind speed does not exceed 5.5 m s−1.

Related to this systematic bias, Figure 8a shows that the wind veering over the first 42 m in the four simula-
tions is underestimated compared to the observations. van de Wiel et al. [2010] underlines that the nocturnal
inertial oscillation rotates around a virtual equilibrium wind vector that is close to the synoptic wind vector
well above the jet peak. The amplitude of the nocturnal jet depends on the large-scale wind speed and also
on the magnitude of the ageostrophic wind component at the time of momentum decoupling in the evening
[see also Baas et al., 2009]. The hodographs of the nocturnal wind at 42 m in Figure 8b show that the wind
in the simulations and in the observations spins around a curvature center evidencing the inertial oscillation.
The curvature center in the simulations is close to the geostrophic wind (red crosses) in agreement with the
nocturnal jet theories. Nonetheless, the curvature center in simulations and observations looks different. It
corresponds to a weaker and more southerly wind in the observations (dashed red arrow), suggesting an over-
estimated and too westerly geostrophic wind forcing in the simulations. The sensitivity to the geostrophic
wind forcing is explored in section 6.
5.2.2. Vertical Structure of the Nocturnal Turbulence
Figure 7g shows the TKE vertical profiles at 0100 LT. Up to 20 m, the values of TKE are similar in all simulations
but the Z13-90 that exhibits lower values. One can notice that the turbulent SBL at 0100 LT is much deeper in
the CTRL-90 simulation compared to the others, with a significant level of TKE up to 60 m. For the Z13-90 sim-
ulation, the vertical profile of TPE is also plotted with a green dashed line. The TPE does not exceed 15% of TKE
and plays a moderate role in the total turbulent energy during the GABLS4 night. Indeed, even though the ABL
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Figure 7. Vertical profiles at 0100 LT over the first 100 m in four simulations that solely differ by their turbulence scheme. (a) Potential temperature, (b) wind
speed, (c) turbulent heat flux, (d) magnitude of the turbulent momentum flux, (e) eddy diffusivity, (f ) eddy viscosity, (g) TKE, and (h) Richardson number.

at 0100 LT is quite stable with Richardson number increasing from 0.05 to 1.5 in the first 40 m (Figure 7h), the
contribution of the buoyancy to the TKE tendency is relatively small in all the simulations and the TKE budget
is mainly driven by dissipation and wind shear production (see Appendix A). The buoyancy term being the
exchange term between TKE and TPE [e.g., Mauritsen et al., 2007], obtaining a relatively small TPE compared
to the TKE in the Z13-90 simulation, is thus consistent.

Figure 8. (a) ABL wind turning in the first 42 m at 0100 LT in observations and simulations. (b) Hodograph at 42 m
between 1800 and 0700 LT in observations and simulations (each circle indicates an hourly mean datum). Red crosses
show the geostrophic wind from the prescribed forcing for GABLS4. Solid arrows indicate the wind at 1800 LT. The red
dashed arrow indicates the constant geostrophic wind forcing used in experiments in section 6.1.
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Table 4. Detailed Values of the Components of the Turbulent Exchange Coefficients at 0100 LT
at Two Different Heights

Simulation
√

TKE (m s−1) l𝜖 (m)  Pr Km (m2 s−1) Kh (m2 s−1)

z = 8 m

CTRL-90 0.160 5.87 2.06 × 10−2 0.893 1.93 × 10−2 2.16 × 10−2

Y83free-90 0.151 5.47 2.30 × 10−2 0.883 1.89 × 10−2 2.14 × 10−2

TKE-𝜖-90 0.195 5.67 3.30 × 10−2 0.714 3.65 × 10−2 5.11 × 10−2

Z13-90 0.124 1.74 4.74 × 10−2 0.870 9.95 × 10−3 1.14 × 10−2

z = 18 m

CTRL-90 0.146 5.87 2.05 × 10−2 0.893 1.71 × 10−2 1.91 × 10−2

Y83free-90 0.074 1.97 2.92 × 10−2 0.864 4.25 × 10−3 4.92 × 10−3

TKE-𝜖-90 0.135 3.67 3.30 × 10−2 0.738 1.63 × 10−2 2.20 × 10−2

Z13-90 0.081 4.46 6.02 × 10−3 0.877 2.19 × 10−3 2.49 × 10−3

One can point out the significant differences between the vertical profiles of the turbulent heat flux (Figure 7c)
and momentum flux (Figure 7d). Except CTRL-90 which has a nonzero heat flux up to 60 m, all the simulations
show a heat flux whose magnitude decreases upward in the first 20 m. The vertical profile of the heat flux in
the TKE-𝜖-90 is slightly concave. In fact, the divergence of the flux increases with height and it is responsible
for the marked concavity of the potential temperature profile between 5 and 30 m.

To compare the Km and Kh profiles in the different simulations (Figures 7e and 7f), we write them as

Km = l𝜖
√

TKE (17)

Kh = l𝜖Pr−1
√

TKE (18)

where l𝜖 is the dissipation length scale (equation (5)) related to the size of the most energetic eddies [Hunt
et al., 1985; Cuxart et al., 2006] and  is a stability function. The detailed expressions of these terms in each
scheme are given in section C, and their values at 0100 LT at two different heights in the stable turbulent layer
are given in Table 4.

We observe that
√

TKE, l𝜖 and  are generally greater at 8 m than at 18 m. Looking more into details, these
three quantities continuously decrease with increasing height in all the simulations (not shown), except l𝜖 in
the Z13-90 simulation. This explains why Kh and Km monotonically decrease with height (Figures 7e and 7f)
and do not show a typical “cubic” profile as observed for the moderately stable GABLS1 case in Cuxart et al.
[2006]. In the latter study, Km and Kh in most models wax and wane with height, the increase being due to
the increase in eddy size, and therefore l𝜖 , with an increase in height. In the present GABLS4 simulations, the
stratification is so strong that the turbulent diffusion decreases from the first model level.

We also notice that in the CTRL-90 simulation, at both 8 m and 18 m, l𝜖 reaches a threshold value of 5.87 m
imposed by the minimum of the mixing length lmin (Table C1). Moreover, at 18 m,  reaches a limit value of
2.05×10−2 imposed by the threshold value of the Sm function (Table C1). In fact, above a height of about 5 m,
the Richardson number in the CTRL-90 simulation becomes greater than 0.143 (Figure 7h), i.e., the minimum
value above which the Sm function is lower bounded (Figure 2). These two points raise the critical role of the
thresholds of the mixing length and of the stability functions in the Y83 scheme. In the present simulations,
such thresholds lead to an excess of mixing and deteriorate the representation of the nocturnal ABL.

Furthermore, it is worth noting in Table 4 that despite using the parametrization from Sukoriansky et al. [2005],
the Prandtl number in the TKE−𝜖-90 simulation remains lower than 0.8. Even though the values of

√
TKE in

the TKE-𝜖-90 and Y83free-90 are close to each other, the TKE-𝜖 scheme also produces much larger values of l𝜖
and  and leads to larger Km and Kh. The damping of turbulent diffusion by stability in the TKE-𝜖 scheme is
only accounted for in the reduction of the turbulent length scale. The departure of the vertical velocity scale
from

√
TKE in stable conditions due to the anisotropy of turbulence is not considered, and in fact, using our

notations, the stability function  in the TKE-𝜖 scheme is a constant equal to 3.30 × 10−2.

In conclusion, despite the excess of large-scale wind speed that prevents a proper comparison with observa-
tions, the Y83free-90 and Z13-90 simulations have stronger vertical gradients of turbulence as well as sharper
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Figure 9. Vertical profiles of the temperature tendencies due to turbulence (solid lines), to longwave radiation (dashed
lines), and to large-scale dynamical forcing (dotted lines) in the CTRL-90 (blue) and Y83free-90 (yellow) simulations at
0100 LT. dT/dtdyn are small and superimposed.

and more realistic vertical gradients of wind and potential temperature compared to the default Y83 scheme
and the TKE-𝜖 scheme. As already mentioned in Ayotte et al. [1996], we have seen that setting lower bounds to
Sm and Sh functions and the minimum mixing length has a nonnegligible effect on the GABLS4 simulations.
To remove them seems to be a satisfactory first step to obtain a better representation of the summertime
nocturnal ABL at Dome C in LMDZ at no additional numerical cost.
5.2.3. Temperature Tendencies in the ABL
Note that the weaker mixing in stable conditions gives more way to the longwave radiative divergence in the
nocturnal ABL heat budget as shown by the decomposition of the temperature tendencies at 0100 LT in the
Y83free-90 simulation compared to CTRL-90 (Figure 9). The dynamical tendency from the forcing (dT/dtdyn)
is negligible in the ABL in both simulations. The turbulent cooling (dT/dtturb) is confined in the first 25 m in
the Y83free-90 simulation, while it is significant up to 65 m in the CTRL-90 simulation. Above 15 m, the radia-
tive cooling (dT/dtLW) is significant and it is larger (in magnitude) in the Y83free-90 simulation. In the latter
simulation, the radiative cooling even dominates the air heat budget above 25 m and it reaches values down
to−0.6 K h−1. Since almost no moisture condensation occurs in the nocturnal ABL in our simulations, the term
dT/dtLW is dominated by the clear-sky component (not shown). The critical role of the longwave radiative flux
divergence in the energy budget of the near-surface nocturnal ABL is in agreement with the hypothesis in
Vignon et al. [2016] stating that the heat exchange in stable conditions at Dome C may be partially driven or
even dominated by radiation (see, e.g., Steeneveld et al. [2010] and Garratt and Brost [1981] for other regions).
It is also worth noting that values of radiative cooling of −0.6 K h−1=−14.4 K d−1 as observed in our simula-
tions recall the observations of radiative cooling in the ABL at Summit, Greenland, in Hoch et al. [2007]. The
simulated dT/dtLW values are apparently consistent with atmospheric conditions over high and flat places
over ice sheets.
5.2.4. Effects of the Vertical Resolution
After the partial conclusion that the use of the Y83free scheme leads to a reasonable structure of the nocturnal
ABL in simulations with a refined 90-level vertical grid, we want to see to what extent this result is valid using
the standard 79-level grid of LMDZ. In Figure 10, we show the temperature and wind speed structures in
the first 100 m in simulations with the 90-level grid and with the 79-level grid using the Y83free scheme. The
temperature field in the Y83free-79 simulation (Figure 10a) is very similar to that in the Y83free-90 (Figure 10b)
and shows a little less mixing of heat near the surface during the night. The resolution change of the wind
speed structure is small (Figures 10c and 10d). In particular, the nocturnal jet is well reproduced even using
the 79-level grid. This augurs well for the representation of the summertime ABL over the Antarctic Plateau in
3-D simulations with the standard vertical grid of the model.
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Figure 10. Vertical structures of the (a, b) temperature and (c, d) wind speed over the first 100 m above the ground
in simulations with two different vertical resolutions, Y83free-79 and Y83free-90. Dotted lines indicate the middle
of model layers.

5.3. Surface Layer Scheme and Height of the First Model Level
We now explore the sensitivity to the surface layer scheme and to the height of the first model layer in simu-
lations using the adapted Y83free local turbulent scheme. A sensitivity test using the original value of z0t , z0t =
z0 = 10−3 m (instead of 10−4 m), is also done in the simulation z0t−90. Figures 11a and 11c show that with a first
model level at 3 m, the flux calculation is not sensitive to the choice of the stability function in stable conditions
(indicated by different colors) even in the middle of the night. Indeed, the bulk Richardson number between
3 m and the surface remains lower than 0.1 in all the simulations, i.e., in a range where the stability functions
do not significantly differ (see Figure 3, in the Rib range to the left of the solid vertical line).

Both u∗ and H compare relatively well with the direct estimations from temperature and wind observations at
3 m using the “bulk method” and stability functions from King and Anderson [1994] (see Vignon et al. [2016] for
the details of the calculations). One can further notice that H is slightly overestimated (in magnitude) in all the
simulations during nighttime. As expected, the magnitude of H is also larger in simulation z0t-90 because of
the larger z0t value. However, the absolute difference with the other simulations remains lower than 1 W m−2

during the whole experiment and the increase by 1 order of magnitude of z0t appears not critical for the
GABLS4 simulations. We now pay attention to simulations with the 89 vertical level grid, i.e., a grid similar to
the 90-level grid except that the first model level height is 8 m instead of 3 m (simulations z1-L82-89, z1-K01-89,
and z1-MO-89). Figures 11b and 11d show that the turbulent fluxes are similar to those calculated with the first
model level at 3 m. During the night, fluxes are a bit more sensitive to the choice of the stability function since
the bulk Richardson number computed between 8 m and the surface reach values up to 0.14. For Rib > 0.1, the
fluxes calculated with the K01 and MO functions are smaller in amplitude than the fluxes calculated with the
L82 functions used in LMDZ (see Figure 3, in the Rib range between the solid and dashed vertical brown lines).
Differences reach 0.01 m s−1 for u∗ and 2 W m−2 for H.
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Figure 11. (a, b) Friction velocity and (c, d) surface sensible heat flux calculated with four couples of stability functions
in stable conditions. Figures 11a and 11c (resp. Figures 11b and 11d) show simulations with a first model level at 3 m
(resp. 8 m).

6. Experiments With Modified Forcings
6.1. Strength of the Geostrophic Wind Forcing
Baas et al. [2010] underlines the difficulty in SCM simulations to distinguish between differences due to
parametrization schemes from the spread due to uncertainties in the forcings and particularly the forcing in
wind. In our simulations, we particularly wonder what are the causes of the overestimated nocturnal wind
speed near the surface. This bias could have various explanations like deficiencies in the physics used in the
model and/or deficiencies in the forcings like the geostrophic wind. Indeed, a previous analysis of the noctur-
nal wind hodograph could suggest that the prescribed geostrophic wind speed is too strong. In this case, we
can question to what extent our comparison with observations and our conclusions on the turbulence and
surface layer schemes are correct. In order to assess the sensitivity to the geostrophic wind forcing, we have
carried out simulations with a constant geostrophic wind forcing of 4.75 m s−1 that corresponds to the mean
curvature center of the observed hodograph at 42 m (visually identified with a red dashed arrow in Figure 8b).
In the middle of the night, this value is lower by about 0.55 m s−1 compared to the default forcing.

Figures 12c and 12d show the vertical profiles of potential temperature and wind speed at 0100 LT in simula-
tions with this new geostrophic wind forcing. Even though the simulated temperature in the first 45 m remains
too cold, both the simulated temperature and wind profiles are closer to observations than in the Reference
simulations (Figures 12a and 12b; see also Figure S2 in the supporting information). In particular, the noctur-
nal jet shows a more realistic speed, but its height has not dramatically changed. However, the conclusions of
the comparison between turbulence schemes and surface layer schemes that we draw in section 5.2 remain
valid. We can, for instance, point out that the default Y83 scheme still gives an excessive mixing of heat and a
too high and too deep nocturnal jet compared to the other turbulent schemes (see also the vertical profiles
of turbulent quantities in Figure S3 in the supporting information).

6.2. Cold Nocturnal Bias at the Surface and Simulations With Prescribed Surface Temperature
A cold nighttime bias at the surface in the CTRL-90 simulation was pointed out in Figure 5a and remains
present in all the other simulations presented so far. This bias cannot be attributed to the nocturnal turbulent
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Figure 12. Vertical profiles of potential temperature and wind speed at 0100 LT in simulations with different forcings.
(a, b) “Reference” refers to simulations with classical forcings, (c, d) “new Ugeo” refers to simulation with the constant
geostrophic wind forcing identified by a red dashed arrow in Figure 8b, (e, f ) “prescribed Ts” refers to simulations
with prescribed surface temperature, and (g, h) “subsidence” refers to the simulations with a prescribed large-scale
subsidence. In Figures 12b and 12d, the value of the speed of the geostrophic wind forcing is indicated with a red
dashed line. In the inset in Figure 12g is the plotted temperature tendency associated to the subsidence.

heat flux because its amplitude is more likely overestimated rather than underestimated due to an excess in
the near-surface wind or in the turbulent mixing. Figure 13 shows that our simulations underestimate the

Figure 13. Time series of the LWdown in the Y83free-90 simulation
(blue lines) and in observations (black line).

downward radiative flux at the surface
(LWdown) during the night. This can be crit-
ical since LWdown is the major heat supply
at the surface, and the amplitude of the
deficit in LWdown could explain a significant
part of the cold bias at the surface. The
source of this deficit in LWdown can be
hardly attributed to a bad representa-
tion of the water vapor vertical profile
since the lateral forcing of the single
column model is quite consistent with
radiosoudings. A likely deficiency of the
longwave radiative transfer in such con-
ditions in LMDZ would agree with Wild
et al. [2001]. The authors evidenced large
negative biases of LWdown in cold and
dry conditions over the South Pole in the
ECMWF ERA-15 reanalyses that were pro-
duced using the same radiative code as
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LMDZ for the longwave spectrum, i.e., the scheme developed in Morcrette et al. [1986]. These biases were sig-
nificantly reduced when the Rapid Radiative Transfer Model was implemented during the development of the
ERA-40 reanalyses [Morcrette et al., 2001].

Furthermore, although the magnitude of the observed longwave radiation does not correspond to a sig-
nificant transit of clouds above the Antarctic Plateau [e.g., Town et al., 2005], the lack of nighttime LWdown

might also be a consequence of an underestimation of the hydrometeors concentration in the atmosphere.
In fact, the model simulates a small amount of condensed water into ice particles (up to 3 × 10−6 kg kg−1)
between 2500 and 3000 m above ground level leading to a difference between the LWdown at the surface and
its clear-sky component of 1.5 W m−2 in the middle of the night. However, this process could be underrepre-
sented or not well simulated due to a too coarse vertical resolution in the middle troposphere or to failures
in the microphysics scheme. To assess the performances of the radiative and microphysics schemes in LMDZ
over Antarctica is beyond the scope of the present paper, but this requires a further thorough study.

One can wonder if our conclusions on the sensitivity to the turbulent scheme and to the surface layer schemes
are still valid with a correct LWdown at the surface and a surface temperature closer to observations. We have
thus carried out simulations in which we force the surface temperature with observations, like in the second
stage of the GABLS4 experiment [Bazile et al., 2015].

Vertical profiles of potential temperature and wind speed in the aforesaid simulations are plotted in
Figures 12e and 12f. No major difference can be identified compared to the “Reference” simulation, i.e., with
a free Ts (Figures 12a and 12b), except of course for the surface temperature itself. We remark that the cold
bias in the first 45 m is still present in all the simulations, and it is of similar amplitude compared to the control
simulations. The near-surface atmospheric cold bias in the simulation is thus probably not only driven by the
surface cold bias but a consequence of an excess of turbulent cooling in the stable ABL and/or to the lack of
a large-scale subsidence forcing.

6.3. Large-Scale Subsidence
Subsidence has been shown to affect the structure of the stable ABL, bringing down warmer air from aloft
[Carlson and Stull, 1986; Mirocha and Kosović, 2010]. The atmosphere above the Antarctic Plateau experiences
a large-scale subsidence due to the divergence of the continental scale surface drainage flow [James, 1989].
Comparing sodar measurements of the ABL height to estimations with an analytical model, Argentini et al.
[2005], King et al. [2006], and Pietroni et al. [2012] expect the subsidence velocities to reach up to a few centime-
ters per second at the top of the daytime Dome C ABL in summer. Assuming that the horizontal divergence
is constant with height, the subsidence could be estimated from a network of in situ wind measurements.
However, such a network has not been set up around Dome C and to the authors’ knowledge, the exact subsi-
dence velocity at Dome C remains unknown. Here we attempt to assess the effect of a large-scale subsidence
typical rate on the nocturnal temperature and wind profiles. We thus make idealized experiments in which
we add an additional vertical subsidence of 10−3 m s−1 in the reference forcings. This value has been chosen
because it is close to the December mean value in the first 100 m above Dome C that is found in a 10 year clima-
tological simulation with the full 3-D LMDZ model: 1.2×10−3 m s−1. Results are shown in Figures 12g and 12h.
The simulated temperature profiles are closer to observations compared to the reference simulations, with
stronger vertical gradients near the surface in agreement with Mirocha and Kosović [2010]. In particular, the
cold bias in the first 25 m is significantly reduced in response to the warming rates associated to the subsidence
(inset in Figure 12g). These latter reach a few K h−1 in the first 25 m where the vertical gradient of the poten-
tial temperature is strong. These values are of the same order of magnitude than the turbulent cooling rates.
The surface temperature is also higher by approximately 1∘C compared to the reference simulations. In addi-
tion to the underestimated downward longwave fluxes, the subsidence is thus a good candidate to explain the
cold nocturnal bias at the surface in our simulations. However, one can also point out that the structure of the
nocturnal jet is degraded (Figure 12h) compared to the Reference simulations. This aspect can be improved
using a more adapted geostrophic wind forcing as in section 6.1, leading to a weaker but sharper nocturnal
jet (not shown).

7. Conclusions

The single column version of the LMDZ GCM has been evaluated in the framework of the GABLS4 exercise.
This experiment consists in modelling a typical and climatological summer diurnal cycle at Dome C on the East
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Antarctic Plateau. A sensitivity study to surface parameters, vertical grid, turbulent mixing parametrization,
and forcings has been carried out and have led to the following conclusions:

1. The default snow albedo value in the model (0.77) was too small for typical Dome C summer conditions
and led to excessive diurnal surface temperature and sensible heat flux. Using a realistic albedo of 0.81
leads to more realistic diurnal temperatures. Moreover, the default snow thermal inertia over ice sheets of
2000 J m−2 K−1 s−1∕2 was very overestimated. Using a more realistic value for the surface snow at Dome C
leads to a much better amplitude of the diurnal cycle of temperature.

2. Including the thermal plume model does not significantly change the mixing of heat in the dry and weakly
convective conditions during daytime, but it improves the mixing of momentum in the first meters of
the ABL.

3. Two additional turbulent diffusion schemes have been tested and compared to the original 1.5 order clo-
sure Y83 scheme. While the Y83 and the TKE-𝜖 schemes lead to an excessive mixing of heat and momentum
in the first tens of meters during the night, the Y83free and Z13 schemes produce realistic strong vertical gra-
dients of potential temperature and wind speed. In fact, best simulations are those in which the turbulence
cuts off above 35 m in the middle of the night, giving more way to the longwave radiative flux divergence
in the nocturnal ABL heat budget. Removing the thresholds of stability functions and the minimum mixing
length in the Y83 scheme seems to be a good trade-off to obtain more realistic sharp vertical gradients in
the stable ABL without changing completely the current turbulence code and adding numerical cost. This
conclusion is valid for both the refined 90 levels resolution and the 79 levels standard resolution. Hence, with
the standard vertical resolution of the model, we would recommend the configuration of the Y83free-79 sim-
ulation for modelling the summer Antarctic ABL in LMDZ. Removing thresholds in the turbulence schemes
to correctly model the stable ABL over the Antarctic Plateau also raises the need to parametrize more explic-
itly the additional sources of sub-grid mixing in other regions of the globe, like the gravity wave-induced
terrain drag [Steeneveld et al., 2008] for instance.

4. Short tail stability functions of the surface drag coefficient compare better with in situ observations in sta-
ble conditions at Dome C. In particular, the L82 functions in the standard version of LMDZ are strongly
overestimated. However, the dependence to the choice of the stability functions in stable conditions is
not critical for the GABLS4 case, since the near-surface stability during the night is not strong enough to
distinguish between functions. It is especially true if the first model level layer is at 3 m rather than 8 m.
Further sensitivity tests to the surface layer scheme under weaker wind conditions or in winter are therefore
required.

5. The geostrophic wind forcing of the single column model also seems overestimated during nighttime.
Simulations with a weaker wind forcing corresponding to the curvature center of the observed inertial oscil-
lation at the top of the 45 m tower show better wind speed profiles. However, this does not change the
main conclusions on the comparison between turbulence and surface drag schemes.

6. We observe an underestimation of downward longwave flux at the surface in all the simulations that is
expected to be partly responsible for the cold bias at the surface during nighttime. This probably reflects
a failure of the cloud cover modelling or a deficiency of the current radiative scheme in the dry and cold
Antarctic air. Imposing surface temperature does not prevent, however, from a near-surface cold bias in the
nighttime ABL.

7. This cold bias points to the possible lack of subsidence in the GABLS4 forcing. Adding such a forcing with
a typical vertical velocity retrieved from climate simulations would reconcile model and observations both
in terms of ABL temperature and of height of the nocturnal jet.

Although the present work focuses on one particular GCM, the types of parametrization (ABL turbulence,
surface fluxes, and heat diffusion in the snow) that we have evaluated are common in climate and weather
forecast models. Our results of sensitivity tests and the aforelisted conclusions can thus be extended and to
some extent interpreted as recommendations to the climate modelling community to obtain a reasonable
representation of the clear-sky summertime ABL over the Antarctic Plateau. In particular, (i) it is critical to
ascertain whether the snow scheme can capture fast time scales, (ii) it is important to check whether the
turbulent diffusion scheme does not maintain artificial mixing and enables a cutoff of turbulence at a few
meters above the surface, (iii) typical vertical resolutions with three vertical levels in the first 50 m above
the surface seems sufficient for state-of-the-art GCMs to capture the overall dynamics of the summertime
Dome C ABL; nonetheless, such a conclusion should be taken with a pinch of salt and not hastily generalized
to the wintertime very stable ABLs.
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Figure A1. Vertical profiles of the three main contributions to the TKE
tendency at 0100 LT in four simulations.

Finally, our study has enabled a first eval-
uation of the performances of LMDZ over
the Antarctic Plateau and it is a good
starting point for carrying out three-
dimensional simulations, particularly dur-
ing the polar night when the ABL can be
very stable. It will be particularly interest-
ing to test whether our current genera-
tion GCM is not only capable of simulating
specific cases like the present one but also
if it can capture general system responses
of the stable ABL, such as sudden regime
transitions between weakly and very sta-
ble regimes, as extensively discussed in
Vignon et al. [2017], van de Wiel et al.
[2017], and Walters et al. [2007]. Moreover,
accurate modelling of very stable ABL
over the Antarctic Plateau requires a cor-
rect modelling of the longwave radiative

transfer that rests on a good representation of the atmospheric water content in the ABL. This may challenge
the current microphysics parametrizations in climate models, since strong near-surface supersaturations with
respect to ice occur frequently at Dome C, particularly during the polar night [Genthon et al., 2017].

Appendix A: TKE Prognostic Equation and TKE Budget at 0100 LT

The TKE prognostic equation that is solved in the LMDZ model whatever the turbulence scheme is

𝜕TKE
𝜕t

= 𝜕

𝜌𝜕z

(
𝜌Ke

𝜕TKE
𝜕z

)
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⏟⏞⏟⏞⏟
Buoyancy

−𝜖
⏟⏟⏟
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(A1)

with u and v the zonal and meridional components of the wind, 𝜃v the virtual potential temperature, 𝜌 the air
density, u′w′ and v′w′ the components of the turbulent momentum flux, g

𝜃v
w′𝜃′v the buoyancy flux, and Ke a

turbulent diffusion coefficient. Figure A1 shows the vertical profiles at 0100 LT of the three main contributions
to the TKE tendency. One can notice that for all the turbulent schemes, the TKE budget is primarily driven by
the “Shear” and “Dissipation” terms.

Appendix B: First-Order-Like Stability Functions of the 1.5 Order Closure Y83
Scheme
Assuming steady state for the TKE equation (equation (A1)), the formulations of turbulent diffusion coef-
ficients can read like an expression equivalent to the mixing coefficient from first-order schemes [Cuxart
et al., 2006]. In the surface layer where l ≈ 𝜅z, the turbulent exchange coefficients read [Mellor and
Yamada, 1982]

Km = (𝜅z)2
(

B1S3
m(1 − Ri∕Pr)

)1∕2
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𝜕z

(B1b)

where Fm and Fh are “first-order”-like stability functions and Pr = Km∕Kh = Sm∕Sh is the turbulent Prandtl num-
ber. Fm and Fh functions are equivalent to the fm and fh functions used to calculate the surface drag coefficients
[England and McNider, 1995].
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Table C1. Expressions of l𝜖 ,  and Pr in Each Turbulent Scheme

Scheme l𝜖  Pr

Y83 max(B1l 2−3∕2, 5.87) max(4∕B1Sm, 2.05 × 10−2) min
(

1.318 0.2231−Rif
0.2341−Rif

, 0.893
)

Y83free B1l 2−3∕2 4∕B1Sm 1.318 0.2231−Rif
0.2341−Rif

TKE-𝜖 TKE3∕2

𝜖
c𝜇 Sukoriansky et al. [2005]

Z13
√

TKE t𝜖 2C𝜏Az
C𝜏

CF

(
1 − C𝜃TPE

Az TKE

)−1

Appendix C: Km and Kh Decomposition

In all the turbulent schemes used in LMDZ, Km and Kh coefficients can be written using equation (17). The
expression of the terms l𝜖 ,  and Pr in each scheme with the appropriate variables and parameters is detailed
in Table C1.
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