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A Solar Signature in Many Climate Indices
Jean‐Louis Le Mouël1, Fernand Lopes1, and Vincent Courtillot1

1Geomagnetism and Paleomagnetism, Institut de Physique du Globe de Paris, Paris, France

Abstract We first apply singular spectrum analysis (SSA) to the international sunspot number
(1849–2015) and the count of polar faculae (1906–2006). The SSA method finds 22‐, 11‐, and 5.5‐year
components as the first eigenvectors of these solar activity proxies. We next apply SSA to the 10
Madden‐Julian oscillation (MJO; 1978–2016) indices. The first, most intense component SSA finds in all
MJO indices has either a period of 5.5 or 11 years. The longer‐term modulation of amplitude is on the order
of one third of the total variation. The 5.5‐year SSA component 1 of most MJO indices moreover follows
the decreasing amplitude of solar cycles. We then apply SSA to climate indices Pacific Decadal Oscillation,
El Nino Southern Oscillation precipitation index, Arctic Oscillation, Atlantic Multidecadal oscillation,
Tropical Southern Atlantic oscillation, Western Hemisphere Warm Pool, and Brazil and Sahel rainfalls. We
find that the first SSA eigenvectors are all combinations of rather pure 11, 5.5, and 3.6‐year pseudo‐cycles.
The 5.5‐year component is frequently observed and is particularly important and sharp in the series in
which it appears. All these periods have long been attributed to solar activity, and this by itself argues for the
existence of a strong link between solar activity and climate. The mechanisms of coupling must be
complex and probably nonlinear but they remain to be fully understood (UV radiation, solar wind, and
galactic cosmic rays being the most promising candidates). We propose as a first step a Kuramoto model of
nonlinear coupling that generates phase variations compatible with the observed ones.

1. Introduction

Singular spectrum analysis (SSA) is a relatively recent and powerful method of spectral analysis that works
well with short and noisy time series. It is due to Broomhead and King (1986a, 1986b) and Broomhead et al.
(1987). Useful accounts and applications to climatic time series are given by Vautard and Ghil (1989) and
Vautard et al. (1992); see also the monograph of Golyandina et al. (2001) and the review by Ghil et al.
(2002). Many geophysical time series are “short” in a numerical sense: their length is not very much longer
than some of the periodicities that they might contain; moreover, they actually often contain pseudo‐
periodicities that fluctuate in both amplitude and pseudo‐period. SSA provides at the same time a noise
reduction technique, a detrending algorithm, and a way to identify oscillatory components (Vautard et al.,
1992). SSA yields reconstructed series, in which a small number of components contain a significant amount
of the signal variance. SSA does not use prior knowledge of the underlying physics of nonlinear dynamical
systems. As recalled by Vautard et al. (1992), it is superior over classical spectral methods, such as Fourier
analysis, in that the eigen‐elements it is based on are data adaptive.

SSA has been applied to the irregular El Nino Southern Oscillation precipitation index (ENSO) phenom-
enon, to global‐surface temperature, to geopotential height data (some references in Vautard et al., 1992),
and to a number of indicators of climate variability (references in Ghil et al.'s, 2002, review). It had not been
applied to direct solar observations, such as sunspots, until LeMouël et al. (2017) identified Gleissberg cycles
in three century‐long series of sunspot numbers. Usoskin et al. (2016) applied it to cosmogenic isotopes,
which provide the only quantitative proxy for analyzing the longer‐term solar variability. Lopes et al.
(2017) isolated clear, almost periodic 11‐ and 5.5‐year variations in a century‐long series of Earth's mantle
rotation pole positions. These recent studies all confirm that SSA allows one to identify and extract
pseudo‐periodic (modulated) oscillations valid for the sampling interval rather than a simple spectral line.

In this paper, we apply the method to a number of solar and climate indices and isolate in all of them a small
number of pseudo‐periodic components that carry a significant fraction of the signal. They are suggestive of
nonlinear couplings of dynamical systems, pointing to interesting avenues of research. These observations
are straightforward (as will be seen in Figures 12b and 13b), although we have certainly not yet understood
the full physical mechanisms that generate them.
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We start with the sunspot number (ISSN; a proxy for the evolution of solar activity) and the Madden‐Julian
oscillation (MJO; an important climate phenomenon). Jones and Carvalho (2006) have studied changes in
the activity of the MJO during 1958–2004. They find that the MJO has undergone changes in its long period
trends and that its periods of high activity are separated by 18.5 years. Blanter et al. (2012) studied aspects of
the evolution of the spectral characteristics of MJO over several decades. The typical lifetime of MJO events
is in the range 45–50 days; this is also where Fourier spectra ofMJO indices reach their maximum amplitude.
These spectra display no simple, sharp spectral lines, nor do they reveal sharp periodicities. Yet, using the
wave packet technique, Shnirman et al. (2009, 2010) and Blanter et al. (2012) were able to identify a solar
signature in the spectral characteristics of MJO: there is a good correlation between the mean period of
the MJO wave packet and several solar indices, such as ISSN (sunspot number), GCR (galactic cosmic ray
index), and MgII (Magnesium core‐to‐wing ratio index), over three 11‐year cycles from 1980 to 2010.
Physical mechanisms responsible for the MJO are not yet fully understood: the oscillation could be an
internal atmospheric instability or a response of the atmosphere to an independent external forcing. Such
a forcing could involve changes in solar activity.

Intrigued by these preliminary results, we have undertaken a more comprehensive analysis and applied SSA
not only to sunspot number (ISSN) and MJO indices, but also to other solar and climate indices, focusing
here on periods longer than annual: Polar Faculae (PF), Pacific Decadal Oscillation (PDO), ENSO, Arctic
Oscillation (AAO), Atlantic Multidecadal oscillation (AMO), Tropical Southern Atlantic oscillation (TSA),
Western Hemisphere Warm Pool (WHWP), plus the series of Northeast Brazil Rainfall Anomaly and
Sahel Standardized Rainfall. We find that the first SSA eigenvectors are in general combinations of rather
pure 11‐, 5.5‐, and 3.6‐year pseudo‐cycles.

We first give a brief account of SSA, then present the sources of the data, subject them to SSA (starting in
more detail with MJO indices), and describe the results. We introduce a first, tentative model of phase
evolution of these pseudo‐cycles in terms of coupled, nonlinear Kuramoto oscillators. We end with a discus-
sion, in which we evoke mechanisms that could explain why these periodicities are observed in many cli-
mate indices. We conclude that there is strong evidence that the variability of the atmosphere contains
outstanding components that are forced by solar variability.

2. SSA

In this section, we outline the SSA method. We refer the reader to Golyandina et al. (2001) for a full mono-
graph; to Vautard and Ghil (1989), Vautard et al. (1992), and Ghil et al. (2002) for useful accounts; and to Le
Mouël et al. (2017) for the way in which we use the method. However, there were somemisprints in section 2
of that paper, and we prefer to restate the method with these misprints corrected. SSA is a powerful, non-
parametric time series analysis tool that relies on the Karhunen‐Loeve spectral decomposition (Kittler &
Young, 1973). Consider the real‐valued time series x = {xn: n = 1, …, N}. SSA decomposes the vector x into
a sum of physical components that may be subsequently identified as trends, quasiperiodic oscillations or
noise. The starting point is to embed x into an L‐dimensional vector space, by using lagged copies xL of x
which are K = N − L + 1 elements long. One forms the “trajectory” (Hankel) matrix X:

X ¼

x1 x2 ⋯ xK

x2 x3 ⋯ xKþ1

⋮ ⋮ ⋱ ⋮
xL xLþ11 ⋯ xN

2
6664

3
7775:

The next step consists in performing the singular value decomposition (Golub & Kahan, 1965) of the trajec-
tory matrix S= XXT. The real eigenvalues λi {i= 1,…, L} of XXT are ranked in decreasing order of magnitude.
The eigenvectors Ui of S {i = 1, …, L} corresponding to these eigenvalues form an orthogonal system. The
eigenvectors Vi of XTX also form an orthogonal system. The eigen‐triplets (λi, Ui, Vi) are linked by

Vi = XT Ui/
ffiffiffiffi
λi

p
. The

ffiffiffiffi
λi

p
are called “singular values.” The trajectory matrix can be written as a sum of ele-

mentary matrices {Xi: i = 1, …, L}, X = X1 + … + XL. The size of a periodic component corresponding to an
eigenvector is encoded in the singular value, and its share of the variance in the eigenvalue (as a fraction of
their sum). We recall that if a fundamental eigenvector is found, the strongest periodicity may force other
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variations toward higher harmonics. One will therefore exert some caution when trying to interpret harmo-
nics larger than, say, the third harmonic (a value used by many authors from experience; see also
Golyandina et al., 2001, p.31).

Note: In Fourier analysis, harmonics of a fundamental period preserve a constant amplitude ratio and phase,
without modulation. The orthogonality of eigenvectors imposes that they are sinusoidal. Such is not the case
with SSA and we observe modulations and phase drifts of components: these are therefore not strictly “har-
monics.” The SSA components do not even require oscillatory eigenvectors and often the trend appears as
the first component. SSA is a data‐adapted empirical method; components, such as 5.5 years, need not be
strictly harmonics of 11 years and are not artifacts of the method.

Once the singular value decomposition is made, the last stage consists in the construction of groups of
components. Each group is a subset of matrices Xi. If I = {i1, …, ip} is a group of indices, the corresponding
matrix XI is defined as XI = Xi1 + … + Xip, and the trajectory matrix becomes X = XI1 + … + XId. The choice
of the indices in each group is done empirically. As in all empirical procedures, we recognize that this
step, and in particular the choice of parameter L, require practical experience with the method. When
eigenvalues are arranged in decreasing order of amplitude, the first eigenvalue often correspond to the
trend (when there is a significant one) and eigenvalues that occur in pairs with similar values correspond
to pseudo‐periodic components. Ghil et al. (2002) note that SSA signals can be analyzed further by using
other spectral analysis tools. They show that the maximum entropy method works particularly well on
signals enhanced by SSA. We find that the classical Fourier method works particularly well on the time
series studied in this paper. When the slope of the eigenvalue spectrum flattens, it is assumed that one
has reached the noise.

We first apply the method to two solar indices, ISSN and PF, and to the MJO climate index. Then we under-
take the same calculations (with shorter developments) on the set of climate indices PDO, ENSO, AAO,
AMO, TSA, WHWP, Brazil, and Sahel rainfalls.

3. Data

In this section, we outline the data we use. We refer the reader to Blanter et al. (2012) as far as MJO indices
are concerned.

3.1. Solar Indices

In order to monitor variations in solar activity, we used two classical indices: the international standard sun-
spot number ISSN (a proxy of the Sun's toroidal magnetic field component, hence of zonal convection) and
the number of PF (a proxy of the poloidal magnetic field component, hence of the open field lines and the
solar wind; Munoz‐Jaramillo et al., 2012). The daily ISSN (1849–2015) is reported by the Solar Influences
Data Analysis Centre (http://sidc.oma.be; Figure 1a, where only the data from 1906 to 2006 have been repre-
sented, for comparison with PF data). We used monthly PF data from the northern solar hemisphere
(Figure 2a) available through http://www.solardynamo.org/data.html (PF data are available from 1906 to
2006 without any gaps; in the southern solar hemisphere, there are gaps, hence we prefer to use the series
of northern hemisphere PF).

3.2. MJO Indices

The MJO is an intraseasonal wave that originates in the near‐equatorial zone of the Pacific hemisphere and
forms the dominant mode of tropical atmospheric variability on an intraseasonal time scale (e.g., Gottschalk
et al., 2017; C. Zhang, 2005). MJO events consist primarily in large‐scale deep convective rainfall anomalies
that propagate slowly eastward from the Indian Ocean, through Indonesia, into the western Pacific where
they decay around the dateline. They often reappear over the tropical Atlantic and Africa. TheMJO has been
found to influence temperatures and rainfall well outside the tropics, in North and South America, and up to
high latitudes including the Arctic (e.g., Bond & Vecchi, 2003; Cassou, 2008; Donald et al., 2006; Jones, 2000;
Vecchi & Bond, 2004). It also influences ENSO and the Australian monsoon. MJO is therefore potentially
related to climate at the planetary scale (see f.i. papers by Hendon, 1995; Weickmann & Sardeshmukh,
1994; Wheeler & Hendon, 2004; Xue et al., 2002; C. Zhang, 2005). The MJO is a naturally occurring compo-
nent of the coupled ocean‐atmosphere system (Gottschalk et al., 2017). Evidence of its diverse impacts on the
global climate system entails a detailed investigation of the phenomenon and of its possible forcings.
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Daily MJO indices are available through the KNMI access point (http://climexp.knmi.nl/). We consider the
set of 10 MJO daily indices (MJO1–MJO10) that are provided by the National Centre for Environmental
Prediction, Climate Prediction Centre NCEP/CPC. These indices are built through an Extended Empirical
Orthogonal Function (EEOF) analysis from pentad (5 day) 200‐hPa velocity potential anomalies equator-
ward of 30°N, computed during ENSO‐neutral and weak ENSO winters (November–April) in the time inter-
val 4 January 1978 to 24 November 2016. The first EEOF is composed of 10 patterns spaced equally by 5 days
from 0 to 45 days (for an illustration of the propagating negative and positive parts of MJO see, e.g., the
KNMI access point or Xue et al., 2002, Figure 1). The indices are obtained by regressing the filtered pentad
data onto each of the 10 patterns. MJO1–MJO10 are, respectively, relevant to 80°E, 100°E, 120°E, 140°E,
160°E, 120°W, 40°W, 10°W, 20°E, and 70°E longitudes.

Each index is normalized by its standard deviation. Five out of the 10 MJO indices (MJO10, MJO1, MJO2,
MJO3, MJO4) are relevant to the zone of MJO convection (C. Zhang, 2005); each one of the other five indices
forms a pair with one of the first five and displays very similar spectral properties (MJO1 and MJO6, MJO2
and MJO7, etc. …). This is a consequence of the symmetry properties of the first EEOF for patterns 25 days
apart. MJO10 and MJO1 are relevant to the Indian Ocean, where MJO events usually start, whereas MJO4 is
relevant to the western Pacific where the most intense part of the negative MJO pattern ends. The two

Figure 1. (a) Daily sunspot numbers ISSN 1906–2006; (b) singular spectrum analysis eigenvalues of ISSN time series; (c) first component of singular spectrum
analysis (color code same as in Figure 1b)—period ~11 years; (d) same as (c) for second component—eigenvalues 2 and 3; period ~5.5 years; (e) same as (c) for third
component—eigenvalues 4 and 5; period ~3.6 years.
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indices MJO1 and MJO4 and their Fourier spectra are shown in Figure 3 (from Blanter et al., 2012). The
smoothed spectra (red curves) actually illustrate the distribution of MJO characteristic (pseudo‐) periods
in the shorter period domain represented in Figure 3 (20–90 days). The filtering used in the construction
of EOFs reduces the contribution of these shorter periods. The main parts of the spectra are concentrated
in the 30‐ to 80‐day band, with maximum amplitude in the 40‐ to 50‐day range. There are no simple,
sharp periodicities. We have studied this period range using SSA analysis and do find components with
sharp periodicities with periods on the order of tens of days but we do not consider these shorter periods
further in the present paper. We have investigated in particular the intervals 130–190 days (Rieger
oscillations) and 1.2–3.5 years (that includes the quasi‐biennial oscillation). We do find (see below,
Figure 13) a component with period 3.6 years (=11/3). We had identified a component with this period in
magnetic observatory data in the late 1970s (Courtillot & Le Mouël, 1976).

3.3. Other Climate Indices

A comprehensive compilation of most climate indices can be found at the site (https://www.esrl.noaa.gov/
psd/data/climateindices/list/). We have selected the following series:

Figure 2. (a) Monthly polar faculae northern solar hemisphere polar faculae 1906–2006; (b) singular spectrum analysis eigenvalues of polar faculae time series;
(c) first component of singular spectrum analysis (color code same as in Figure 1b)—eigenvalues 1 and 2; period ~22 years; (d) same as (c) for second compo-
nent—eigenvalues 3 and 4; period ~11 years; (e) same as (c) for third component—eigenvalue 5; period ~5.5 years.
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1. PDO (e.g., Y. Zhang et al., 1997) from October 1974 to April 2017;
2. ENSO (e.g., Curtis & Adler, 2000) from January 1979 to November 2016;
3. AMO (e.g., Enfield et al., 2001) from January 1948 to March 2017;
4. AAO (see, e.g., Thompson & Wallace, 1998, 2000) from January 1979 to March 2017;
5. Sahel Standardized Rainfall (20–8 N, 20 W–10°E; e.g., Janowiak, 1988) from January 1948 to

November 2011;
6. Northeast Brazil Rainfall Anomaly (e.g., Hastenrath & Greischar, 1993) from January 1948 to December

1999;
7. Tropical Southern Atlantic Index (see, e.g., Enfield et al., 1999) from January 1948 to October 2017;
8. WHWP (see, e.g., Wang & Enfield, 2001) from January 1948 to October 2017.

We have subjected all these series to SSA.

4. Results

We now apply the SSA method, successively, (1) to the ISSN and PF solar indices; (2) to the series of MJO
longitudinal indices (with a length L ranging from 4,000 to 11,000 days; see section 2), precisely the daily
values from 4 January 1978 to 24 November 2016; and (3) to all eight indices listed in section 3.3.

Figure 3. Time series (1978–2016) of the MJO1 (b) and MJO4 (d) Madden‐Julian indices and their Fourier power spectra (a and c) (blue) over the 1978–2016 time
span with running average taken over 20 frequencies in red (after Blanter et al., 2012).
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4.1. ISSN and PF

We first analyze solar indices ISSN and PF with SSA. Results are shown in Figures 1 and 2, respectively.
Figures 1b and 2b show the distribution of eigenvalue amplitudes as a function of rank. We see that the first
three ISSN SSA components are (in that order) at 11, 5.5, and 3.6 years. The second and third components
are, respectively, pairs of the second and third, and fourth and fifth eigenvalues. Taken together these three
oscillatory components comprise much of the variance of the total signal, the rest of the eigenvalues corre-
sponding to smaller components and noise (first component 77% of total variance, second component 15%,
and third component 3%). PF alternates between positive and negative values to account for the Hale mag-
netic cycle (Makarov et al., 1983; Figure 2a). The first three SSA components of PF are at 22, 11, and 5.5 years,
in that order (first component 58% of total variance, second component 17%, and third component 10%). The
first pair of eigenvalues (Figure 2b) reflects the 22‐year Hale cycle (Figure 2c). The next two SSA components
of the decomposition for PF and the first two for ISSN are “11”‐ and “5.5”‐year oscillations (Figures 1b–1d
and 2d and 2e). The ISSN and PF 11‐year SSA components are in phase opposition (Figure 4a); the PF
SSA has been reversed to make this visually clear. One can check that the maxima and minima of the
ISSN SSA 11‐year component coincide closely with the extrema of the original ISSN time series and that
the amplitudes follow the same multidecadal trends. Figure 4b displays the Fourier spectra of the 11‐year
SSA components of ISSN and PF in the 1‐ to 20‐year period range. Both spectra display a single strong

Figure 4. (a) Singular spectrum analysis 11‐year ISSN and PF components (note that PF is reversed to display better phase
opposition between the two). (b) Fourier spectrum of the two components shown in Figure 4a. ISSN = international
sunspot number; PF = polar faculae.
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peak at 10.7 ± 0.6 and 10.4 ± 0.8 year, respectively (for rough estimate of uncertainty, we use the half‐width
of the peak at mid‐height). The ISSN and PF 5.5‐year SSA components are shown in Figures 1d and 2e. Both
ISSN and PF SSA 5.5‐year spectra (Figure 5b) display a single strong peak at 5.6 ± 0.4 and 5.3 ± 0.3 year,
respectively. Figure 1e shows the 3.6‐year SSA component of ISSN (see, e.g., Courtillot & Le Mouël, 1976;
Makarov et al., 2001); we found no such component for PF.

4.2. MJO

The first 40 eigenvalues of MJO1 are shown in Figure 6 in the case when L = 8,000 days. The decay of com-
ponent amplitudes as a function of rank is much slower than that of ISSN in Figure 1b. This reflects the rela-
tive importance of both noise and complexity, that are larger in MJO than in ISSN; ISSN can be represented
well by a small set of quasiperiodic components, whereas MJO requires a larger set. The eigenvalues in
Figure 6 are paired to determine components (section 2). The first component (for the period 1978–2016)
is shown in Figure 7 together with its Fourier spectrum. It stands above all others and is remarkably simple:
it features a modulated sine wave with a period near 5.5 years. We have checked that this result and those
described below are basically unchanged when L ranges from 4,000 to 11,000 days (Figure 8). In some uses
of the SSAmethod (where the focus of the study is on noise reduction and identification of features of chaotic
attractors), authors require that window length values L be less than a third of the data length (Ghil et al.,
2002; Vautard et al., 1992); here daily data total number = 14205 and 14205/3 = 4735. This allows good
separation of signal and noise. In order to ensure optimal separation, in the singular value decomposition

Figure 5. (a) singular spectrum analysis 5.5‐year components of ISSN and PF. (b) Fourier spectrum of the two compo-
nents shown in Figure 5a.
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of matrix X, matrices U and V are made of line and column eigenvectors.
In order to get optimal separation, the line and column eigenvectors cor-
responding to each component should be orthogonal. This is ensured by
the algorithm we use (see Golyandina et al., 2001, p. 57; Portes &
Aguirre, 2016). This is confirmed by Figure 8 where the first SSA compo-
nent for the MJO1 index is almost identical when L = 8000 (larger than
14205/3) or 4000 (smaller than 14205/3).

The first SSA component for all MJO longitudinal indices is displayed in
Figure 9. Seven indices (MJO1, MJO6, MJO2, MJO7, MJO3, MJO5,
MJO10) feature the prominent 5.5‐year periodicity already seen in
Figure 7, whereas the remaining three indices (MJO4, MJO9, MJO8) do
not show that period, but instead an 11‐year signal. In Figure 9, we have
superimposed the ISSN sunspot number series (in red) on the first (5.5‐
or 11‐year) SSA component of all MJO indices (in blue). For MJO1, every
alternate maximum of the modulated sine component 1 starting with the
first maximum correlates with the maximum of the ISSN series, with a
phase lag of about 1 year (with ISSN leading). The same is true with every
alternate minimum, as is best seen in the other member of the pair, MJO6
(which is in antiphase with MJO1). The amplitude of ISSN decreases over
the 1978–2016 period under study and so does that of component 1 of
MJO1. It is particularly noteworthy that the “instantaneous” period of
component 1 of MJO1 increases in unison with the increase in duration
of individual sunspot cycles. Similar observations can be made on compo-
nent 1 of the pairs MJO2‐MJO7 and MJO10‐MJO5, that are also (sign‐
inverted) images of each other.

The remaining two pairs behave in a different way. The pair MJO4‐MJO9
does not display a 5.5‐year period first component, but one with a period
of 11 years that actually follows the solar cycle. Maxima and minima of
that component are well correlated with those of ISSN, again with a
slight phase lag of MJO with respect to ISSN (except at the 2009 solar
minimum where the small phase difference is in the other sense). Also,
the amplitude of the SSA component 1 increases as ISSN cycle amplitude
decreases. The remaining pair displays a different, puzzling situation
with component 1 of MJO3 displaying the 5.5‐year signal and MJO8 the

11‐year component. The phase and amplitude characteristics of both are not as clear as for the other four
pairs of indices.

Figure 6. First 100 eigenvalues of the singular spectrum analysis of MJO1
series 1978–2016.

Figure 7. First singular spectrum analysis component of MJO1 index (left column) and its Fourier spectrum (right column).
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Figure 10 shows the first, most important SSA component of MJO1 from 1978 to 2016, superimposed on the
second component for ISSN (both with periods close to 5.5 years). There is excellent phase agreement from
1980 to 2000, when a phase jump occurs; afterward, the phase difference remains constant up to 2015 (we
return to this phase jump in section 5 on Kuramotomodeling). Fourier analysis shows that the main spectral
peaks for the two SSA components are at 5.5 ± 0.7 and 5.6 ± 0.6 year, respectively.

We now seek whether similar observations can be made on other climate indices.

4.3. PDO, ENSO, AAO, AMO, WHWP, and Brazil and Sahel Rainfalls

We have subjected all these series to SSA, as done above for ISSN, PF, andMJO.We have found inmost cases
that among the first to third eigenvalue components, there were eigenvectors with 5.5‐, 11‐, and also 3.6‐year
periodicities. Figure 11a shows the “11‐year” SSA component for WHWP (component 1—eigenvalues 1 and
2), PDO (component 1—eigenvalues 1 and 2), Sahel rainfall (component 2—eigenvalues 4 and 5; eigenva-
lues 1 to 3 are at the annual period), and Brazil rainfall (component 2—eigenvalues 4 and 5; eigenvalues 1
to 3 are at the annual period), and MJO and ISSN for comparison (we note that most other climate indices
also have an annual component but at higher ranks and lower amplitudes). Figure 11b shows their Fourier
transforms: there is a sharp 11‐year peak for the ISSN SSA component, with significant power in the period
range 9–15 years. All climate indices have a broader spectral peak that overlaps that of ISSN. Peaks of the
MJO, Sahel rainfall, and WHWP component 1 are quite close to it.

Figure 8. First component of singular spectrum analysis for MJO1 index with L values ranging from 4,000 to 11,000 days (see text).

10.1029/2018JD028939Journal of Geophysical Research: Atmospheres

LE MOUËL ET AL. 2609



Figure 12a shows the “5.5‐year” SSA component for PDO (component 2—eigenvalues 3 and 4), ENSO
(component 2—eigenvalue 2), MJO (component 2—eigenvalues 3 and 4), and AAO (component 2—eigen-
value 3), and ISSN for comparison. The corresponding Fourier transforms are shown in Figure 12b. For the
5.5‐year SSA components, these peaks occur at periods ranging from 5.3 to 5.6 years, with half‐width at

Figure 9. First component of singular spectrum analysis for all 10 MJO indices (in blue) with L = 8,000 days. Monthly
mean international sunspot number shown in red.
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half‐peak height ranging from 0.5 to 1.2 years. In other words, should a linear analysis suffice, these peaks
could be considered as samples of the same 5.5‐year signal with some noise. Comparing Figures 5b and 12b,
we see that some of the main components of many major climate indices are found to have a similar
importance and period as leading components of a SSA decomposition of solar indices. This is
particularly striking for the 5.5‐year component (Figure 12b).

4.4. The 11‐ and 5.5‐Year SSA Components in Climate Indices

Let us come back in more detail to Figure 11, where we show the 11‐year SSA component of climate indices
MJO, PDO, WHWP, Sahel, and Brazil rainfall from 1948 to 2017, that we can compare to the corresponding
components of the two solar series ISSN and PF (Figure 4b). The 11‐year SSA components of the climate
indices remain in the same 9–15 years period range (Figure 11a) but drift with respect one to another. In
the same time interval, the mean periods of ISSN and PF are, respectively, 10.7 and 10.4 years.

In Figure 10 we have seen that the 5.5‐year SSA component ofMJO variation is first in phase, then drifts with
a phase jump in the early 2000 with respect to that of ISSN. In Figure 12a, we show the 5.5 year SSA com-
ponents of climate indices PDO, ENSO, AAO, and MJO from 1978 to 2016. MJO is in close phase agreement
with ENSO, and also with PDO, which belong to the same large‐scale geographical area. Most of them drift
with respect to ISSN. AAO is slightly out of phase with respect to ISSN in 1990, then gets in phase at the
“2000 phase jump.” There are seven oscillations (periods) from 1980 to 2016, corresponding to a mean value
of 5.1 years. In the same interval, this number is 5.3 ± 0.3 for ISSN and 5.1 ± 0.3 for PF.

The most interesting result of the current analysis is shown in Figure 12b: the main spectral peaks of all 5.5‐
year components overlap rather precisely; away from the main peak, on the longer period side, and even on
the shorter period side, lobes of the MJO and AAO spectra continue to overlap. Another interesting result is
shown in Figure 13 for indices TSA, WHWP, and AMO: there is a clear 3.6‐year component in each one of
these series, that almost always remains in constant (small) phase difference with respect to the others;
Figure 13b shows the same single spectral peak near 3.6 years for all three climate series, all exactly overlap-
ping the main solar spectral peak. The amplitude modulations on the other hand are different, possibly
reflecting the different ways in which solar activity forces each (regional) climate subsystem.

Figure 10. The 5.5‐year singular spectrum analysis components of indices international sunspot number and MJO1.
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5. A Kuramoto Model and the Evolution of Phase

In this section, we attempt to account for some of the observations we are able to make on phases of the SSA
components of climate indices, such as the 2000 phase jump seen for instance in Figures 10 and 12. We first
note that our data are not easily amenable to an accurate study of amplitudes. Among other reasons, indices
are constructed from a mix of variables that do not even have the same physical dimension. Therefore, we
rely on phases most of the time, rather than on amplitudes, in the spirit of Kuramoto models (e.g.,
Acebron et al., 2005; Blanter et al., 2016, 2017).

Blanter et al. (2016, 2017) introduced oscillators in order to represent the quasi cyclic behavior of ISSN and
PF, respectively, considered as proxies of the equatorial (toroidal) and polar (poloidal) magnetic fields of the
Sun. We reconstructed the natural frequencies of these oscillators from the phases ΦE(t) and ΦP(t) of the
corresponding series ISSN and PF with respect to sin Ωt, Ω = 2π/T, T = 10.75 year (the mean of the period
of solar cycles in the interval 1900–2010). We showed that the phases of the oscillations produced by a
Kuramoto model corresponding to these natural frequencies were close to the observed phases ΦE(t)
and ΦP(t).

In the present study, we first compute the phases of the 11‐year SSA components of both series, that we
denote ΦE,11(t) and ΦP,11(t), instead of the phases of ISSN and PF themselves, using the Hilbert transform.

Figure 11. (a) The 11‐year singular spectrum analysis components of indicesMJO1,WHWP, PDO, Sahel, Brazil, and ISSN
(data dates indicated). (b) Fourier spectra of the components in Figure 11a. WHWP = Western Hemisphere Warm Pool;
PDO = Pacific Decadal Oscillation; ISSN = international sunspot number; MJO = Madden‐Julian oscillation.
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We next compute in the same way the phases ΦIi,11(t) of the 11‐year components of the different climate
indices Ii (i = 1 to 10), using the same method. We then proceed in the same way for the 5.5‐
year component.

We next represent all series that share common periodicities (11 and 5.5 years, but we could also do it for
3.6 years) by an oscillator. Every terrestrial oscillator Ii is coupled with both oscillators ISSN and PF. Of
course, the reverse does not hold. The presence of approximately the same periods over long time intervals
strongly suggests that these oscillators are coupled but not locked (their phase differences can vary). Phase
synchronization is well described by Kuramoto models (Acebron et al., 2005).

Figure 12. (a) The 5.5‐year singular spectrum analysis components of indices PDO, ENSO, AAO, MJO1, and ISSN (data dates indicated). (b) Fourier spectra of the
components in Figure 12a. PDO= Pacific Decadal Oscillation; MJO =Madden‐Julian oscillation; ENSO= El Nino Southern Oscillation; AAO=Arctic Oscillation;
ISSN = international sunspot number.
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In principle, we consider three oscillators: 1 (sunspots), 2 (faculae), and 3 (Ii, i = 1, …, 10). We have then 10
trios of Kuramoto oscillators. θ1(t), θ2(t), and θ3(t) being the phases of the oscillators, each of the 10
Kuramoto systems can successively be written (the dot is for the time derivative):

_θ1 ¼ ω1 þ k12 sin θ2−θ1ð Þ; (1)

_θ2 ¼ ω2 þ k21 sin θ1−θ2ð Þ; (2)

_θ3 ¼ ω3 þ k31 sin θ1−θ3ð Þ þ k32 sin θ2−θ3ð Þ: (3)

Differential equations (1) and (2) are for the solar oscillators (i.e., sunspots and faculae), (3) for the terrestrial
oscillator (i.e., climate index) under consideration; ωi (i = 1, 2, and 3) are the natural frequencies (all three
close toΩ= 2π/Τ, T= 10.75 years, in the case of what we call the 11‐year variation; the same for the 5.5 year
variation, …). The kαβ are the coupling coefficients. The θi can be computed, given the ωi, the kαβ and the

initial conditions θ01; θ
0
2; θ

0
3:

Figure 13. (a) The 3.6‐year singular spectrum analysis components of indices TSA, WHWP, AMO, and ISSN (data dates
indicated). (b) Fourier spectra of the components in Figure 13a. TSA = Tropical Southern Atlantic oscillation;
WHWP = Western Hemisphere Warm Pool; AMO = Atlantic Multidecadal oscillation; ISSN = international sunspot
number.
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In this paper, we restrict ourselves to a simpler computation.We evaluate the phasesΦE, 11(t) andΦP, 11(t), or
ΦE, 5.5(t) and ΦP, 5.5(t) as SSA components of ΦE and ΦP as said above. Then, we calculate the phase
θ3 = Ωt + Φ3 for an index Ii and a “period” 11 or 5.5 years (this requires equation (3) only). Eventually,

we compare the solution θ3 of the system (1, 2, 3) to the “observed” phase bθ3 .
Since we are only looking for an order of magnitude, we further simplify the calculation by taking
k31 = k32 = k, ω3 = Ω. Equation (3) becomes

_Φ3 ¼ 2k sin
Φ1 þ Φ2

2
−Φ3

� �
cos

Φ1−Φ2

2

� �
: (4)

We suppose further that Φ1 and Φ2 are constant. Equation (4) is then a first order differential equation with
separable variables, whose solution can be written (with Θ = Φ1 − Φ2),

Φ3 tð Þ ¼ Φ1 þ Φ2

2

� �
−2arctg e−2k cos

Θ
2ð Þ t−cð Þ

� �
: (5)

The comparison between the observed phase bθ3 ¼ Ωt þ bΦ3 and the computed phase θ3 = Ωt + Φ3 is illu-
strated in the case of the PDO index 5.5‐year component (Figure 14). In fact, we have done a little more
work: the solution depends on the initial condition, characterized by time c. So, we have two parameters
that can be adjusted (c and k). We have determined the “best” values of k and c using simulated anneal-
ing (e.g., Kirkpatrick et al., 1983). The phase θPDO illustrated by Figure 14 is computed with c = 2.3 years

(close to π/2) and k = 0.99/year (close to 1/year) and compared to the calculated value dθPDO . There is a
good fit of the Kuramoto solution (in red) to the calculated value derived from observations (in blue)
from 1977 to 1997, with a small drift in phase. Then there is a double phase jump shortly before and
soon after 2000. The Kuramoto solution is back in phase from 2003 to 2007. We note on Figure 1d

Figure 14. Comparison between the “observed” phase dθPDO ¼ Ωtþ bΦPDO of the PDO index (1974–2017) and the
computed phase θPDO = Ωt + ΦPDO of a Kuramoto model of coupled oscillators. The solution depends on the initial
condition (time t = c) and the coupling coefficient k. The “best” values of k and c are computed using simulated annealing.
The Kuramoto phase is computed with c = 2.3 years (close to π/2) and k = 0.99/year(close to 1/year) and compared to
θPDO. All phases are displayed modulo 2π. Note the phase jumps near year 2000 (see Figures 10 and 12 and text for more
details). PDO = Pacific Decadal Oscillation.
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that the 5.5‐year component of ISSN has a double peaked regime change around 2000 (see also
Figures 10 and 12).

6. Discussion and Conclusions

It does not come as a surprise that SSA finds 11‐, 5.5‐, and 3.6‐year components as the first three eigenvectors
of a solar activity proxy such as the international sunspot number ISSN (Figure 1). In the case of the count of
PF (i.e., signed), the sequence is 22, 11, and 5.5 years (Figure 2). The modulation of the amplitude of the
components is important. In Figure 1, the average value of ISSN is on the order of 100, the amplitude (half
of the minimum tomaximum of oscillations) of the 11‐year component 1 ranges from about 50 to 100, that of
the 5.5‐year component 2 from about 5 to 20, that of the 3.6‐year component 3 from 1 to 5. So, these modula-
tions range from 2 to 5 for the various components of ISSN. The corresponding range for PF (Figure 2) is
from 2 to 6.

It may come more as a surprise that the 5.5‐year oscillation stands out as the main SSA component of most
MJO indices. SSA being an objective method with no preliminary assumption, the fact that, for instance, the
first, most intense component that it finds in all MJO indices has either a period of 5.5 or 11 years (Figure 9)
makes it difficult to escape the hypothesis that there might be a solar forcing component in MJO. Also, the
fact that the 5.5‐year SSA component 1 of most MJO indices follows the solar cycles with decreasing ampli-
tude in the time period we study adds strength to that association.

In fact, we find that not only the first SSA eigenvalues and eigenvectors of MJO but also those of most other
climate indices we have studied (PDO, ENSO, MJO, AAO, AMO, WHWP, and Brazil and Sahel rainfalls;
Figure 12) all belong to the set of values (22, 11, 5.5, 3.6 years), that is, (22, 22/2, 22/4, 22/6). All these periods
have been attributed for long to solar activity, even the 3.6‐year period (Courtillot & Le Mouël, 1976;
Makarov et al., 2001). These considerations should be sufficient, by themselves, to suggest a causal link
between solar activity and pseudo‐periodicities in most major climate indices. Of course, we acknowledge
that correlation does not imply causality; but here, if there is a causal link, it can only be in the direction from
the Sun to the Earth's climate, for example, via solar wind, cosmic rays, and/or UV and EUV components of
solar irradiance. It would be amost remarkable (and unlikely) coincidence if all the solar and climate proxies
we have analyzed had by chance the very same leading components (such as the 5.5‐year component). The
distribution and geographic extent of the regions concerned by the indices we have considered have of
course the (large) scale of the data distribution used to build them. We can say that the effect of solar activity
is “worldwide”, although a variability of one index from one region to another is observed, for example, in
the dominant periods, 11 or 5.5 years, or in the phases of the different components. The fact that a solar sig-
nature (SSA components) is found in most climate indices, pertaining to different regions, implies that there
is a global effect in this solar‐terrestrial relationship; this is an important result of our study.

We should not be surprised that our various curves for the 11‐ and 5.5‐year SSA components may not be per-
fectly in phase (of course, a drift in phase implies variations in period). Also, the operator that links cause
and effect could well be nonlinear. Parameters of the oscillator (f.i. coupling coefficient k in our schematic
Kuramoto model) may change from one large region to another. In the same spirit, Tsonis et al. (2007) have
constructed a network of climate indices and investigated their collective behavior. This network synchro-
nized several times in the period 1900–2000 and, when the synchronous state was followed by a steady
increase in the coupling between the indices, this synchronous state was destroyed and a new climate state
set in (see also Courtillot et al., 2013).

Many of the indices rely on the measurements of wind and atmospheric pressure at 200 and 400 hPa (i.e.,
~7 and 11 km); so, solar activity affects winds at these altitudes, that is, the winds in the troposphere, and,
altogether, the general circulation. Some indices that rely on precipitations, others that rely also on tem-
perature measurements (PDO, ENSO, WHWP, AMO) exhibit the solar activity periods. A solar effect on
pressure, temperature, winds, precipitations indeed in summary means a solar forcing of climate alto-
gether. We (and others) have previously observed in various parts of the globe the signature of the solar
cycle in temperature measurements: in the United States (Le Mouël et al., 2008), in Europe, and particu-
larly in the Netherlands (Le Mouël et al., 2009), in the U.S. North Pacific (Courtillot et al., 2010), and in
the longest temperature series in Europe, in Prague, Bologna, and Uccle (Kossobokov et al., 2010; Le
Mouël et al., 2010).

10.1029/2018JD028939Journal of Geophysical Research: Atmospheres

LE MOUËL ET AL. 2616



A number of mechanisms have been suggested to account for evidence of solar forcing of climate. Blanter
et al. (2012) find that the correlation between the mean period of the MJO wave packet and solar indices
is strongest for UV related indices. This would support the idea of some form of solar forcing through
changes in UV and EUV components of solar irradiance, carried by the solar wind (Tinsley, 2008). The
correlation of the MJO SSA components with period 5.5 years is as good with PF as it is with ISSN. This
means that the solar wind could be an agent of the transfer of energy from the Sun to the MJO oscillation
(subsystem) of the oceanic system and its climatic variations. A precise coupling mechanism remains to
be found. Other mechanisms have been considered: galactic cosmic rays are strongly modulated by solar
activity (Svensmark, 1998; Svensmark et al., 2013). One could be tempted to link the ~1 year phase lag
(Figure 9) with that seen in cosmic rays (e.g., Usoskin et al., 1997). In a recent paper, Svensmark et al.
(2017) show both theoretically and experimentally that ions produced by cosmic rays influence aerosol
growth to the critical size of cloud condensation nuclei. Both UV and cosmic ray mechanisms (strongly
modulated by solar activity) can therefore act on cloud formation mechanisms and extent of cloud cover
and thus modify the heat budget of the atmosphere.

In an extensive review of solar influences on climate, Gray et al. (2010) conclude that, based on a number of
observations, it is clear that variations in solar UV radiation directly influence stratospheric temperatures,
and that the dynamical response to this heating extends the solar influence downward to the lower strato-
sphere and to the troposphere. They note that “there are many proposed mechanisms for a downward influ-
ence from the lower stratosphere into the troposphere (see reviews by Shepherd, 2002; Haynes, 2005).”

In the present paper, the solar frequency SSA components that we have identified in a number of climate
indices call for an influence of solar activity on the regime of winds at 7 to 11 km altitudes, on tropospheric
(ground) temperatures and on precipitations. Therefore, the solar effect occurs down to the surface of the
solid Earth. Moreover, in some recent papers (Le Mouël et al., 2010; Lopes et al., 2017), we found evidence
of a forcing of the solid Earth by solar variability: in Le Mouël et al. (2010), we studied the evolution of the
amplitude A of the semiannual variation of the length‐of‐day (lod) from 1962 to 2009 and showed that it was
strongly modulated (up to 30%) by the 11‐year cycle. Because the semiannual variation of lod and ISSN are
anticorrelated, ISSN leading by 1 year, it is correlated with galactic cosmic ray intensity. The main part of the
semiannual variation in lod is due to the variation in mean zonal winds. We concluded that variations in
mean zonal winds are modulated by the solar activity cycle through variations in irradiance, solar wind,
or cosmic ray intensity. In Lopes et al. (2017), we addressed the motion of the pole, that is, the departure
of the rotation axis from the polar symmetry axis of the mantle. The components of the rotation in the equa-
torial plane show clear solar periodicities of 5.5 and 11 years.

In conclusion, the analysis of several important climate indices reported in this paper strongly supports the
idea that features of regional to global climatic importance are modulated in a very significant way by solar
activity variations, far more than the one per mil 11‐year variation of total solar irradiance could let one
assume. Solar variability impacts many aspects of atmospheric variability on climatic time scales. The solar
signature extends from the stratosphere to the solid Earth: the coupling between the troposphere and the
solid Earth has been considered for long (e.g., the action of winds on surface topography) and the mechan-
isms likely involve both zonal and (weaker) vertical exchanges of heat and angular momentum between
atmospheric subsystems.
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