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S U M M A R Y
Full waveform inversion (FWI) is a powerful tool used to quantify the elastic properties of the
subsurface from seismic data. Because of very high computational cost, the technique has so
far been used for either 2-D full elastic or 3-D acoustic media while the extension to 3-D elastic
media to a realistic model size is still a challenging task. However, the Earth being 3-D, elastic
and highly heterogeneous, one would require a full 3-D elastic wave equation for accurate
modelling of amplitudes and phases within the inversion process. The acoustic approximation
could significantly impact the final waveform inversion results, mainly due to the amplitude
variation with offset effect. This effect becomes extremely important in the presence of strong
contrasts in S-wave velocity and density, specifically when long-offset reflection data are
included for waveform inversion. Recent increase in computer power allows for more efficient
parallel computing using thousands of processors simultaneously thus making 3-D elastic
waveform inversion feasible today. In this paper we consider a synthetic study based on a
3-D elastic medium for inversion of both P- and S-wave velocities using multicomponent,
ocean-bottom cable seismic data. Both the forward modelling part and the inversion part are
carried out in the time domain. The inverse problem is parametrized in terms of P- and S-wave
velocities, while the density, being difficult to reconstruct, is not inverted and is linked to the
P-wave velocity. Among several synthetic examples, a successful experiment on a small part of
a 3-D SEG/EAGE overthrust model is presented, demonstrating the feasibility of inverting and
accurately quantifying both P- and S-wave velocities. The resolution analysis of the waveform
inversion is tested using a checkerboard model. Our results show that 3-D elastic FWI of
sparsely spaced sources can retrieve P- and S-wave velocities accurately.

Key words: Inverse theory; Computational seismology; Wave propagation.

1 I N T RO D U C T I O N

Full waveform inversion (FWI) is a powerful tool used to de-
termine quantitative images of the earth subsurface from seis-
mic data. The technique was introduced as a local optimization
problem (Lailly 1983; Tarantola 1984) where wave propaga-
tion was carried out using a finite-difference (FD) method
followed by least-squares minimization of the misfit between
observed and modelled data using an adjoint state technique
(e.g. Plessix 2006).

There have been many debates concerning the appropriate level
of physics incorporated within FWI process and the question is
still open. Generally P-wave velocity is inverted using either acous-
tic or elastic approximations. Inversion of additional parameters,
such as S-wave velocity, density, attenuation, anisotropy, could lead
to increasing ill-posedness of the inverse problem due to the in-
crease in the degrees of freedom and the difference in sensitivity

to different parameters (Virieux & Operto 2009). Moreover, the
multiparameter inversion could lead to a dramatic increase in com-
putational requirements, especially for a 3-D medium. Therefore, it
is currently widely accepted to apply the acoustic approximation for
seismic modelling. This leads to a single-parameter inversion, that
is the P-wave velocity (Vp) only, assuming the density is constant.
A few authors (Vigh et al. 2010; Warner et al. 2012) have shown
that the acoustic wave equation is sufficient for FWI while inverting
mainly turning rays, provided the purpose of FWI is to generate Vp
models for depth migration. Warner et al. (2012) also suggest that
attenuation and anisotropy are much more important than elastic-
ity. However, waveform inversion accounts for the full information
contained in the seismic data, and the integrated modelling engine
should theoretically honour as much as possible the physics of wave
propagation. Given the fact that the Earth is 3-D, elastic and highly
heterogeneous, a full 3-D elastic wave equation is required for ac-
curate modelling and for preserving correct amplitudes within the
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inversion process, particularly when combined near and far offset
data are used.

The acoustic approximation cannot be used widely, particularly
because of the amplitude variation with offset (AVO) effects in the
presence of strong contrast in S-wave velocity (Vs) and density
(Barnes & Charara 2009). The AVO effect becomes very important
at large offsets that are also used in retrieving medium scale-length
features of velocity model within the FWI process (Shipp & Singh
2002). Arnulf et al. (2014) show that the acoustic approximation for
an elastic medium can lead to an error of ±500 m s−1 while inverting
only turning rays because of erroneous partitioning of energy at the
seafloor. On the other hand, the use of elastic FWI could provide
valuable high-resolution estimates of the Vp/Vs ratios and density
(Shipp & Singh 2002). These elastic parameters could act as a
lithology indicator (a low Vp/Vs ratio often indicates the presence
of sands) and could give valuable information about fluid content,
for example help distinguish hydrocarbon from water (Sears et al.
2008; Lu et al. 2013).

Because seismic modelling in a 3-D elastic medium is computa-
tionally quite expensive, elastic FWI has been used mainly for 2-D
media in marine (Sears et al. 2008, 2010) and land (Brossier et al.
2009) environments. However, the effect of using a 2-D approxima-
tion in modelling could negatively impact the final inversion results
because a simple 3-D to 2-D correction is generally applied to take
3-D wave propagation from a point source into account but that in
the presence of complex geological structures such a correction is
not valid. For 3-D media, an acoustic approximation was applied to
synthetic data sets (Ben-Hadj-Ali et al. 2008). It has also been used
in real data sets to invert long offset refracted arrivals for marine
data sets (Plessix 2009; Sirgue et al. 2010) and in land environments
(Plessix et al. 2012). Since computer power has increased by three
orders of magnitude in terms of FlOPS (Floating-point Operations
Per Second) in the last decade, and assuming that this rate keeps
up in the future, one would expect 3-D elastic FWI to be widely
implemented during the upcoming decade.

In this study, we present our implementation of 3-D FWI for
an elastic isotropic medium in the time distance domain. We first
briefly discuss the theoretical and numerical aspects of wave prop-
agation and an FWI scheme formulated in the time domain for
a 3-D elastic medium. A key aspect in the inversion algorithm
is an efficient forward modelling engine, which is achieved using
high-performance parallel computation on a distributed-memory
platform. We then present several synthetic examples from a small
part of a 3-D SEG/EAGE overthrust model in a marine environ-
ment using multicomponent OBC (ocean bottom cable) data. The
importance of including elasticity as well as the effect of 3-D wave
propagation within waveform inversion is demonstrated. We also
present a successful application of the technique to image shallow
structures. Finally, a checkerboard test is performed to investigate
the resolution characteristics of the inverted P- and S-wave velocity
models as a function of depth.

2 3 - D E L A S T I C F W I

Waveform inversion provides high-resolution results that have a
large potential for different applications. Compared to conventional
seismic processing and imaging methods, waveform inversion is a
data driven approach. Therefore, there is no need to identify and pick
the events, as is required for travel time tomography, for instance.
FWI allows to take into account the full information contained in
seismic data, exploiting both travel times and waveform attributes

such as amplitude, phase and frequency content. All types of waves
could be theoretically involved in the optimization process, includ-
ing pre- and post-critical reflections, diving waves and multiples.
Currently the results of FWI are mainly used as an improved input
velocity model for pre-stack depth migration. However it can also
be used as a quantitative seismic image for geological interpretation
(Jaiswal et al. 2008; Sears et al. 2010; Arnulf et al. 2012), lithology
estimation, reservoir monitoring (Queißer & Singh 2013) and pore
pressure estimation (Roberts et al. 2008).

The FWI algorithm implemented in this study is based on the
theoretical framework of Tarantola (1986) and Mora (1987). The
waveform inversion algorithm can be divided in two major parts,
summarized briefly in the following subsections: the forward prob-
lem (modelling) and the inverse problem.

2.1 Forward problem

The forward problem represents an important part within a wave-
form inversion scheme because most of the computing time is gen-
erally spent in forward modelling. Successfulness of the inversion
strongly depends on the balance between accuracy, efficiency and
the level of physics included in the forward modelling solver.

The forward problem of a seismic wave-field in a 3-D isotropic
elastic medium involves simulating wave propagation through the
earth and can be described by the following set of first-order equa-
tions in the velocity–stress formulation:

∂tυx = 1/ρ
(
∂xσxx + ∂yσxy + ∂zσxz + fx

)
,

∂tυy = 1/ρ
(
∂xσxy + ∂yσyy + ∂zσyz + fy

)
,

∂tυz = 1/ρ
(
∂xσxz + ∂yσyz + ∂zσzz + fz

)
, (1)

∂tσxx = (λ + 2μ)∂xυx + (
∂yυy + ∂zυz

)
,

∂tσyy = (λ + 2μ)∂yυy + (∂xυx + ∂zυz) ,

∂tσzz = (λ + 2μ)∂zυz + (
∂xυx + ∂yυy

)
,

∂tσxy = μ
(
∂yυx + ∂xυy

)
,

∂tσyz = μ
(
∂zυy + ∂yυz

)
,

∂tσxz = μ (∂zυx + ∂xυz) , (2)

where υ is the velocity vector, σ is the stress tensor, ρ is the density,
λ and μ are Lamé parameters, {fx, fz, fy} are the body force compo-
nents, and the symbols ∂ t, ∂x, ∂y and ∂ z are short representations of
the derivatives ∂/∂ t, ∂/∂x, ∂/∂y and ∂/∂ z, respectively. This coupled
system of equations gives three equations for particle velocities {υx,
υy, υz}, three equations for normal stresses {σ xx, σ yy, σ zz} and three
equations for shear stresses {σ xz, σ xy, σ yz} wavefield components.
A FD solution using a staggered grid scheme, second order in time
and fourth order in space [O(2, 4)], introduced by Levander (1988),
allows for an accurate modelling of P and S waves in the presence of
a fluid–solid interface, such as the seafloor. The stability condition
is maintained using the relationship between time step (�t) and grid
spacing (�x) (Yao & Margrave 2000)

�t ≤ 6�x

7
√

3V pmax

, (3)

where Vpmax is a maximum value of P-wave velocity. Since both P
and S waves are generated and propagate in the media, the maximum
frequency (fmax) that can be accurately modelled is limited by a
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Figure 1. Schematic illustration of the spatial 3-D domain decomposition technique used for efficient parallel computing. Initial 3-D volume (left-hand panel)
divided into many blocks (right-hand panel). Each computer processor performs calculations within small blocs separately and then interchanges results with
neighbourhood processors.

Figure 2. Efficiency of our algorithm for wave propagation in a 3-D elastic
medium as function of number of cores as compared to a linear increase
in number of cores. The model dimensions are 12.8 × 3.2 × 12.8 km
in X, Y and Z, respectively, with 20 m for grid spacing. Black bold line
is computing time for different number of cores; dashed line is a linear
relationship (100 per cent efficiency).

minimum of 5 gridpoints per shortest wavelength and depends on
the minimum shear velocity (Vsmin)

fmax <
V smin

5�x
. (4)

The passage from 2-D to 3-D modelling within FWI obviously
affects the total running time significantly due to the increased
number of gridpoints in the second horizontal direction of the model
and the increased number of source simulations. The difference
could be as big as ∼3–5 orders of magnitude. One can reduce the
computational cost using an acoustic approximation (Plessix 2009;
Sirgue et al. 2010), but as discussed above, the use of an acoustic
approximation within FWI could hamper the algorithm to converge
to the local minimum and in some cases could lead to erroneous

results (Barnes & Charara 2009; Solano et al. 2013; Arnulf et al.
2014; Borisov et al. 2014).

The increase in computational cost of 3-D modelling in elas-
tic media in comparison to acoustic modelling mainly comes from
three factors. (1) First, in the acoustic medium one of the Lamé
parameters (μ) is equal to zero, which leads to neglecting all three
shear stress components. The acoustic formulation can be further
simplified replacing the three remaining normal stress components
by single pressure component. These simplifications reduce the total
number of equations required to be solved from nine for elastic to
four for acoustic. (2) Secondly, a bigger grid spacing can be used for
acoustic modelling for the same frequency band, because Vpmin in
eq. (4) is used and Vpmin > 1.42 × Vsmin. Therefore, the total num-
ber of points within a 3-D grid would be significantly smaller for
an acoustic medium as compared to that for an elastic medium. (3)
Finally, the stability condition (eq. 3) also allows larger intervals for
time discretization, thus reducing the total number of time steps. In
total, the numerical modelling in a 3-D elastic medium as compared
to acoustic media, could be 1–3 orders of magnitude computation-
ally more expensive, depending of course on the experiment and
the particular model characteristics (e.g. maximum and minimum
velocity values of P and S waves). Therefore, a significant increase
in computing resources is required to perform numerous forward
modelling within an elastic waveform inversion, which makes 3-D
elastic FWI for seismic imaging a real challenge.

The implementation of non-reflecting artificial boundaries plays
an important role in seismic modelling. Unsplit convolutional
perfectly matched layers (C-PML) are used in our study to ab-
sorb undesirable reflections from model boundaries (Komatitsch &
Martin 2007). It allows for an accurate wavefield absorption using
layers of only 10-gridpoint in thickness, even at grazing incidence
angles, that is when wave is propagating nearly parallel to the ab-
sorbing boundary. This occurs when a seismic source is placed close
to the model boundary where the classical PML method based on
wavefield splitting (Collino & Tsogka 2001) produces erroneous re-
flection of large amplitude (Komatitsch & Martin 2007). Moreover,
this type of boundary conditions has proven to be efficient for the
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Figure 3. P-wave velocity from the SEG/EAGE overthrust model, modified by adding water layer of 200 m on top of the model: 3-D view (a), vertical slices
through the middle of the model (b), and horizontal slices at 1.8 km depth (c). Inline and cross-line correspond to X and Y directions.

Figure 4. Wavefield computed using a 5-Hz Ricker source wavelet after 1.6 s (a) and 4.0 s (b) of the source injection in the model. The source position is
indicated as the yellow star, OBC-receivers are marked by white dots.

elastic wave equation from a numerical point of view. For simplifi-
cation, in most examples presented below, the boundary conditions
were implemented at all model edges including the top surface,
and thus multiples were not taken into account in this study. For a
more realistic modelling, a free surface boundary condition should
be considered at the top of the grid. Robertsson (1996) compared
various numerical implementations of the free surface conditions
for FD modelling and proposed a method, which is relatively simple
to implement.

Although wavefield modelling in 3-D elastic media using the FD
method was formulated in the 20th century (Randall 1989; Graves
1996), one would require extensive parallelization for the FWI. Our
algorithm is heavily parallelized on a distributed memory system

using MPI (message passing interface) and a domain decomposi-
tion technique, allowing for efficient and accurate calculation of
the 3-D wavefield (Minkoff 2002; Toxopeus et al. 2002). For paral-
lelization the whole 3-D volume is decomposed into sub-volumes
in both horizontal (X, Y) and vertical (Z) directions, constituting Nx

× Ny × Nz cubes of equal size. At each time step, each processor
independently updates the wavefield within its portion of the grid
and exchanges the wavefield information at the interface with the
neighbourhood subvolume (Fig. 1). We calculated the efficiency of
the algorithm using a fixed size problem by evaluating the time of
wave propagation within a fixed 3-D volume for an increasing num-
ber of used computer processors. In Fig. 2 the bold line represents
the computing time for different numbers of cores, while the dashed
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Figure 5. Comparison of OBC records from the overthrust SEG/EAGE model: 3-D acoustic modelling (a), 3-D elastic modelling (b), conversion of data to
the 2-D data after implementation of lateral filtering in the manner of Wapenaar (1992) (c) and 2-D elastic modelling (d).

line shows an ideal case, where the computing time decreases lin-
early with the number of cores and therefore efficiency equals to
100 per cent. The algorithm shows excellent speedup values for a
small number of processor cores (less than 16) and then gradually
decreases for a large number of cores (up to 2048). Fig. 2 shows that
our algorithm has a typical behaviour of parallel efficiency, calcu-
lated using the domain decomposition approach on the fixed-sized
model. In fact, the total volume of communication between sub-
domains becomes more and more considerable with the increasing
number of processors. The upgoing communication fills the avail-
able limited computer memory bandwidth and thus decreases the
total efficiency. However, the simultaneous use of 2048 cores still
seems reasonable.

To demonstrate our implementation of the forward modelling
algorithm described above, we simulated wave propagation on the
reduced 3-D SEG/EAGE overthrust model with an additional wa-
ter layer on the top to reproduce marine environment. The P-wave
velocity model (Fig. 3) was used to create both S-wave velocity
and density models. The S-wave velocity was derived using a mul-
tiplication factor, which gradually varies with depth from 1.5 to
1.8 and a minimum value equal to 1300 m s−1. The values for
density were derived using the Gardner relationship (Gardner et al.
1974). The model covers an area of 12.8 km × 3.2 km × 12.8 km
(X-, Z- and Y-directions, respectively) and it is discretized with
20 m cubic cells, representing a uniform mesh of 640 × 160 × 640

gridpoints with a total number of 65.536 × 106 nodes. A convo-
lutional perfectly matched layer was used at all boundaries with
10-gridpoints length. A Ricker wavelet with a 5 Hz dominant fre-
quency was used as a source, which was injected in the water layer
at 10 m depth with horizontal coordinates at 0.8 km, and 6.4 km
in X- and Y- directions. Ocean bottom cables (OBC) were placed
on the seafloor at 200 m water depth. An OBC is 10.76 km long,
contains 270 receivers at 40 m interval. Fig. 4 shows a wavefield
propagated in the model after 1.6 and 4.0 s, respectively. Normally,
wave propagation for a single shot would require almost an hour
of computation on a single processor computer, but the computa-
tional time was reduced to only a few seconds using our efficient
parallel implementation on 1024 processor cores. We have also
performed wave propagation using an acoustic approximation as-
suming that S-wave velocity in the medium is zero. Fig. 5 shows
OBC records for vertical components for different types of media:
(i) 3-D acoustic data, (ii) 3-D elastic data, (iii) 3-D elastic data
converted to 2-D data after application of a lateral filter (Wapenaar
1992) and (iv) a 2-D elastic simulation. We clearly observe a sig-
nificant difference between acoustic and elastic data, as the shear
wave energy is fully absent in the acoustic case. Moreover, as men-
tioned earlier, the amplitudes for most of the events (non-zero-angle
of incidence) are also different. It is interesting to note that elastic
data sets calculated from 3-D and 2-D models look very similar.
However, it will be shown in the next section that the restriction to a
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1220 D. Borisov and S.C. Singh

Figure 6. 3-D model of the true P-wave velocity used in FWI example 1,
taken from the 3-D SEG/EAGE overthrust model shown in Fig. 3.

2-D geometry could significantly reduce the quality of the inversion
results.

2.2 Inverse problem

The FWI scheme implemented in this study is described more elabo-
rately by Shipp & Singh (2002) and Sears et al. (2010). The inversion
estimates detailed P- and S-wave velocity models by minimizing the
difference between synthetically calculated seismic data (dsyn) and
observed data (dobs) in a least-square sense (L2-norm):

s =
∑
shots

∫ T

0
dt

∑
recs

[dsyn − dobs]
2, (5)

where s is a misfit function. Eq. (5) gives a quantitative measure
of the misfit, which is obtained by summing the differences for all
receivers over the total recording time T, for each shot gather. We
do not include the regularisation term, which is commonly used
in traveltime tomography (Hobro et al. 2003). This is because the
resolution of the waveform inversion of seismic reflection data is a
quarter of the dominant wavelength, and this will be smeared out due
to regularisation. Besides the least-square criterion used here, other
norms, such as the L1–norm criterion (Djikpéssé & Tarantola 1999)
or the logarithmic type norm using the Cauchy criterion (Crase et al.

1990) could be used in the case of low signal-to-noise ratio but here
we use the L2 norm for noise-free synthetic data examples.

The inversion is formulated as a local optimization problem us-
ing a conjugate gradient algorithm in the time domain. As com-
pared to the frequency domain approach, the time domain approach
provides straightforward and efficient implementation of the inver-
sion algorithm using parallel computing facilities, and affordable
memory requirements for 3-D elastic FWI. As shown by Tarantola
(1984), the cross-correlation of the forward modelled wavefield, �u
with the back-propagated residuals (difference between observed

and calculated synthetic data),
←
ψ gives the gradient (g) of the misfit

function

g =
∑
shots

∫ T

0
dt(�u · ←

ψ). (6)

Eq. (6) is also known as adjoint technique (e.g. Plessix 2006 for
review) and provides an estimation of the update for the Lamé pa-
rameters (δλ, δμ) and density (δρ). Since the choice of parameters
has a strong influence on inversion, although theoretically equiva-
lent, the gradients for Lamé parameters are converted to the gradient
for P-wave and S-wave velocities (δVp, δVs) in the manner of Mora
(1987) thus improving inversion convergence (Debski & Tarantola
1995):

δVp = 2ρVpδλ, (7)

δVs = −4ρVsδλ + 2ρVsδμ, (8)

Density is a parameter that is poorly resolved by the inversion
process (Tarantola 1986). Therefore, it is not inverted for in this
study and is updated using empirical relationship with P-wave ve-
locity (Gardner et al. 1974; Hamilton 1978) in the manner of Shipp
& Singh (2002). At the final stage of iteration n, the new model
(mn+1) is calculated by updating the current model (mn)

mn+1 = mn − αnγn, (9)

where γ n is a pre-conditioned gradient direction and αn is an optimal
step-length. A positive scalar α parameter is calculated using a linear
assumption during each iteration (Pica et al. 1990):

α = ε
(dpert − dsyn)T (dsyn − dobs)

(dpert − dsyn)T (dpert − dsyn)
, (10)

Figure 7. Vertical slices, extending through a middle of the cross-line axis of the model shown in Fig. 6. Velocity models for true P wave (a), true S wave (b),
initial P wave (c) and initial S wave (d). White bold lines indicate the C-PML boundary used for modelling.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/201/3/1215/753015 by guest on 18 February 2022



3-D elastic full waveform inversion 1221

Figure 8. Schematic representation of geometry for different approaches
in FWI example 1: 3-D propagation combined with 3-D FWI (a), 3-D
propagation combined with 2-D FWI (b) and 2-D propagation (local 3-D)
combined with 2-D FWI (c). The red stars indicate the source locations and
the black dots indicate the position of OBC-receivers.

where dpert is data generated from the current model mn, perturbed
by a small known amount ε (e.g. 1 per cent) in the direction of pre-
viously calculated gradient. This constrains the inversion to remain
in the vicinity of the current model and makes the linear assumption
acceptable. To improve the convergence rate, a line-search could be
performed, which would require the solution of at least one more

additional forward calculation and increase the computation time
significantly. Therefore, eq. (10) was used for step-length calcula-
tion in our study.

At each iteration, the simultaneous inversion of both P- and S-
wave velocities requires four forward modelling computations for
each shot namely: (1) calculation of synthetics for misfit estimation,
(2) wavefield reconstruction, (3) back-propagation of residuals and
(4) step-length calculation. Step (2) helps to avoid the storage of
the whole 3-D snapshots �u, used for the gradient calculation in
eq. (6), which is performed in the reverse order at each time step.
For example, a 3-D model with model dimensions of 400 × 400
× 200 and 4000 time steps would require ∼9.2 TB of computer
memory space for storage of all wavefield components. For the
current level of computer power, this volume of information could
not be easily stored in random access memory (RAM). Therefore, in
this case the overall computing time will be significantly increased
due to the required storage on an external disk and consequently
increase the reading/writing time of such a considerable volume.
Since the time sampling is very small, the wavefield is oversampled.
However, the storage of the entire wavefield at every time step could
be avoided using a reconstruction technique (Symes 2007). In our
implementation, we use the time reversibility of the FD scheme
where the wavefield is re-established from the final condition and
the information at the boundaries is stored for every time step during
the first calculation of synthetic seismograms. By performing one
additional FD-simulation, our wavefield reconstruction allows to
use fast RAM and therefore reduce the memory requirement by a
factor of ∼102 in our 3-D inversion examples. This approach enables
simple and effective calculation of the cross-correlation between
back-propagated residuals and forward modelled wavefields.

In this study, we consider a multiparameter inversion with the
goal of inverting P- and S-wave velocity models. In addition to the
simultaneous inversion approach used here, where both Vp and Vs
are inverted together at the same iteration, one can use either alter-
nate or hierarchical approaches (Freudenreich & Singh 2000). In the
alternate approach, the Vp is inverted in the first iteration and then
the Vs is inverted in the second iteration, and the process is repeated
until the misfit function is considered to be sufficiently reduced. In
the hierarchical approach, each elastic parameter is inverted in or-
der of their sensitivity during several sequential inversion iterations
while keeping other parameters fixed. For example, the P-wave ve-
locity is inverted first followed by the S-wave velocity and so on. A
hybrid approach is a combination of alternate and hierarchical ap-
proaches. In our 1-D, 2-D and 3-D inversion tests, the simultaneous
and alternate approaches have shown a better convergence. How-
ever, we prefer to use the simultaneous approach, which requires
less forward modelling steps and hence is more efficient. To ad-
just the sensitivity of different parameters during the simultaneous
inversion (multiparameter inversion) of P- and S-wave velocities,
a gradient preconditioning is required. An ideal pre-conditioner
would be the inverse of the Hessian matrix, which would provide
an exact solution in one single iteration (Mora 1987):

H = [D∗C−1
d D + C−1

m ]−1, (11)

where D is a Fréchet derivative matrix, Cd and Cm are covariance
matrices for data and model, respectively, the asterisk indicates a
transpose of matrix. However, the estimation of eq. (11) leads to
prohibitively expensive calculations. The gradient could be nor-
malized using some reference values, such as their a priori variance
(Mora 1987; Pratt et al. 1996) or average background velocity (Mora
1988). We applied an approach adopted by Freudenreich (2002),
where a form of covariance matrix containing cross-coupling terms
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1222 D. Borisov and S.C. Singh

Table 1. Comparison of the CPU time expressed as a total computational time multiplied by
the number of computer cores for four different tests in the FWI example 1.

FWI mode
Total computing

time (hr)
Number of

computer cores CPU time (hr)

Elastic (1) 3-D propagation
and 3-D inversion

41.6 128 5324.8

(2) 3-D propagation
and 2-D inversion

5.9 128 755.2

(3) 2-D propagation
and 2-D inversion

6.1 16 97.6

Acoustic (4) 3-D propagation
and 3-D inversion

Expected: 10.5 128 1344.0

Figure 9. Comparison of final results for vertical (inline) slices through middle of the model from FWI example 1. Velocities of P and S waves obtained from
test 1 (a and b), test 2 (c and d), test 3 (e and f) and test 4 (g). White bold lines indicate the C-PML boundary.

between P- and S-wave velocities was used. In this approach the co-
variance matrix is not explicitly derived, but the effect of the model
covariance on the model parameters is calculated. To improve the
convergence, an additional gradient preconditioning was applied to
boost lower gradient values (Shipp & Singh 2002), in the form of
linear scaling with depth.

Although we use the FWI in the time domain, the FWI could be
equally applied in the frequency domain (Pratt & Worthington 1990;

Pratt & Shipp 1999). Even though the two approaches are theoreti-
cally equivalent for the same frequency range, there is a difference
between the two approaches in practice, as each of the strategies
has its own advantages and drawbacks (Virieux & Operto 2009).
The inversion of discrete frequencies provides a natural workflow
for multiscale imaging (Bunks et al. 1995), by successively invert-
ing higher frequencies (Ravaut et al. 2004; Operto et al. 2006;
Prieux et al. 2010). However, the implementation of the frequency
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3-D elastic full waveform inversion 1223

Table 2. Comparison of relative differences in percentage between the true model and the resulting
(elastic/acoustic) FWI models for P- and S-wave velocities, calculated within a slice extending
through the middle of cross-line axis.

Models
Difference for Vp with
true model (per cent)

Difference for Vs with
true model ( per cent)

Initial model 100 100

Elastic FWI (1) 3-D propagation and
3-D inversion

29.2 28.3

(2) 3-D propagation and
2-D inversion

43.2 32.7

(3) 2-D propagation and
2-D inversion

64.3 129.2

Acoustic FWI (4) 3-D propagation and
3-D inversion

65.8 –

Figure 10. Vertical component of the observed data recorded at one line of
receivers passing through the middle of the cross-line axis in example 1.

domain approach for FWI in 3-D has been difficult due to very large
memory requirements associated with inversion of the Helmhotz
operator (Yingst et al. 2011). Moreover, the inversion of a set of
sparse frequencies tends to suffer from ringing artefacts associated
with the Gibbs phenomena (Brenders et al. 2012), and this be-
comes a crucial problem in inverting reflection data and therefore,
the applications of the frequency domain FWI have been limited to
refraction arrivals using an acoustic approximation. For this reason,
the time domain approach is more suitable for inverting reflection
data on current computer architectures (Vigh et al. 2009). More-
over, the time domain implementation provides a natural way for
time-windowing of data that allows the selection of specific arrivals
and consequently decreases the nonlinearity of the inverse problem.
In order to address the problem of the memory requirement, some
authors have performed 3-D acoustic modelling in the time domain
and then performed the inversion in the frequency domain (Sirgue
et al. 2008), but such an approach has been limited to refraction
arrivals only. In the time domain approach, the number of shots and
the number of time steps become crucial factors, but the implemen-
tation of the FWI is straightforward as the method can be easily
parallelized and run effectively on current computer clusters.

In the following synthetic examples, we assumed that the source
function is known. Furthermore, we invert all frequencies simul-
taneously, and thus we do not implement a multiscale approach
(Bunks et al. 1995). However, we do invert both reflection and
refraction arrivals. Due to limitation of computer resources, rela-

tively small models were used in the following FWI examples. Since
modelling is scalable, a larger model can easily be tested on large
computers.

3 S Y N T H E T I C E X A M P L E S

3.1 Example 1: FWI of the 3-D SEG/EAGE overthrust
model with high contrast layers

In the first example, a subvolume was taken from the SEG/EAGE
overthrust model with a complex 3-D structure (Fig. 3). The di-
mensions of the reduced volume are 4.8 km × 4.8 km × 2.0 km
(240 × 240 × 100 gridpoints including boundary conditions) and
the total number of gridpoints is 5.76 × 106. We focus our attention
on two 150–250-m-thick high velocity layers and a fault, that starts
from the right-hand side of the model at about 0.7 km depth and
plunges along the inline direction (Figs 6, 7a and b). Using our 3-D
elastic propagator, we have generated 2.16 s of data recorded at
the OBC-geophones placed just below the seabed at 200 m depth
at regular spacing of 40 m. In total 10 201 (101 × 101) receivers
recorded the three velocity wavefield components (υx, υy, υz). A
Ricker wavelet with a dominant frequency of 5.5 Hz was used as
the source wavelet. The grid spacing for wavefield computation was
20 m and the time step was 1.8 ms, small enough to avoid disper-
sion. In total forty-nine sources (7 × 7) spaced at 600 m were used
to generate the observed data. C-PML of 10 gridpoints or 200 m
in thickness were used at all boundaries. The starting model was
created from the true models by applying a smoothing in both hor-
izontal (inline and cross-line) (X, Y) and vertical (depth) directions
(Z). Fig. 7 shows vertical inline velocity slices taken at the middle
of the cross-line axis of the true and starting velocities for both P
and S waves. Subsequently, using the 3-D elastic synthetic data, we
have performed four different FWI experiments in order to assess
different approximations used within FWI. These are as follows:

(1) 3-D elastic FWI for P- and S-wave velocities using 3-D elastic
wave propagator;

(2) 2-D elastic FWI for P- and S-wave velocities using 3-D elastic
wave propagator;

(3) 2-D elastic FWI for P- and S-wave velocities using 2-D elastic
wave propagator;

(4) 3-D acoustic FWI for P-wave velocity using 3-D acoustic
wave propagator.

In the first test, the model dimensions and the geometry of the
recording system are identical to that used in generating the ob-
served data (Fig. 8a). For the second test, the 2-D inversion was
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1224 D. Borisov and S.C. Singh

Figure 11. Vertical component of data from test (1) conducted in FWI example 1: initial synthetics (a), final synthetics (b), initial residuals (c) and final
residuals (d). All plots are shown at the same scale.

performed along one source-receiver line in the middle of the cross-
line axis (Fig. 8b), which has seven shots and 101 receivers. Al-
though the total number of shots was reduced from 49 to seven,
the wavefield could propagate in the entire volume using the 3-D
wavefield propagator and the velocity was updated in the whole
3-D volume, but the results are shown only along the 2-D profile.
In the third test, the 2-D propagation signifies that the effective size
of the cross-line dimension (without counting 0.2-km-thick C-PML
layers and 0.1-km-thick layers of tapering from each side) was re-
duced from 4.4 km to only 0.2 km (Fig. 8c). In such a way, the FWI
does not take into account the lateral variations in the model while
preserving correct amplitudes due to geometrical spreading. This
could be considered as 2.5-D FWI, where the medium is close to
2-D geometry (very thin offline direction) while a 3-D point source
is used instead of line source. Finally, in the fourth test, the acoustic
approximation for the wavefield modelling is applied while keep-
ing the acquisition geometry and the model dimensions identical to
those used in the first test, that is full 3-D.

To perform numerical simulations, eight nodes with 16 cores each
were used on a local IPGP cluster, providing a total of 128 MPI pro-
cessors. Each MPI processor had 4 Gb of RAM. In comparison with
the first test, which lasted almost two days, all the remaining tests
were less computationally expensive (Table 1). In tests (2) and (3),
the total computation time decreased proportionally to the number
of shots, that is seven instead of 49. Moreover, in the third test, the
number of parameters for inversion decreased considerably due to
the reduced cross-line dimension (0.8 km instead of 4.8 km). For
the acoustic FWI, we have used zero shear wave velocity, without

changing any specific algorithm or modifying the number of pa-
rameters, i.e. the grid spacing was the same as for the other tests.
Therefore, the total computing time for tests (1) and (4) was of the
same order. However, as mentioned earlier, in practice the appli-
cation of the acoustic approximation could reduce the computing
time by a few orders of magnitude, and the difference in the final
calculation time will depend on the ratio between the minimum
values for P- and S-wave velocities. Here, in this example, we have
utilized a model with a hard water bottom layer. Therefore, the ratio
between the smallest value of primary velocity in the water layer
and the smallest value of the shear wave velocity in the layer below
the water column is equal to about 1.15 (Vpmin (in water)/Vsmin (at
seafloor) = 1500/1300 ≈ 1.15), which is negligible. However, after
adopting the grid spacing and the time step, the expected total com-
puting time for acoustic FWI could be reduced almost by a factor
of 4.

A comparison of the final results from different inversion tests
is shown in Fig. 9. The inversion results from the first test show
good agreement between the true and the final FWI models. The
inversion has recovered the main features, including the two main
high-velocity layers and the fault in both for P-wave (Fig. 9a) and
S-wave (Fig. 9b) velocity images. Even though the shot spacing was
600 m, the 3-D acquisition geometry has allowed to recover the main
features. It is interesting to note that the P-wave velocity is poorly
resolved as compared to the S-wave velocity, which is due to shorter
wavelengths for S waves. In the inverted S-wave image, the layer
boundaries are sharp and the fault is well delineated. The results
from the second test are also quite satisfactory, even though the
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3-D elastic full waveform inversion 1225

Figure 12. Vertical component of data from test (2) conducted in FWI example 1: initial synthetics (a), final synthetics (b), initial residuals (c) and final
residuals (d). All plots are shown at the same scale.

layers and the fault are less clear in P- and S-wave velocity images
(Figs 9c and d), which is due to the reduced number of sources and
receivers used for establishing the gradient. The results from the
third test are poorer than the previous two tests. The two main high-
velocity layers are still recognizable in the final FWI models in both
P- and S-wave velocity images (Figs 9e and f), however the results
are strongly contaminated by erroneous updates in the shallow part
of the model and the faults are no longer detectable. These artefacts
are introduced into the model by FWI because the 3-D effect has
not been properly accounted for both in modelling and inversion,
which results in inappropriate model updates. The degradation of the
results is expected to be even worse for a pure 2-D experiment, where
the cross-line dimension is completely absent and an inaccurate 2-D
geometrical spreading effect would introduce both amplitude and
phase artefacts. Finally, the quality of the P-wave velocity image
from the fourth test (Fig. 9g) is also poorer than those from tests (1)
and (2). Fig. 9(g) shows that the two main high velocity layers and
the fault are hardly identifiable. This is because the FWI has tried
to fit elastically modelled observed data with acoustically modelled
data. It is well known from the Zoeppritz equation that the resulting
amplitudes of the seismic response for elastic and acoustic data are
different. Furthermore, the mode-converted waves present in the
real data were not included in the acoustic modelling. Using 1-D
and 2-D synthetic examples, it has been shown (Barnes & Charara
2009; Solano et al. 2013; Borisov et al. 2014) that the errors in
acoustic waveform inversion of elastic data will be more in the case
of strong contrasts in the elastic parameters, especially for the long
offset where the AVO effect is generally much more important. In

such cases, waveform inversion could introduce strong erroneous
artefacts into the velocity updates and even diverge quite far from the
correct model. From the comparison of the inversion results shown
in Fig. 9, we can conclude that tests (2), (3) and (4) while being
computationally attractive produce less accurate velocity updates
than test (1), that is full 3-D elastic FWI.

A quantitative comparison of the accuracy of FWI results is
presented in Table 2, where the differences in percent between the
true model and the final FWI models are shown at each gridpoint in
the vertical slice, extending through the middle of the cross-line axis.
Zero percent will correspond to a perfect match between the inverted
and true models, starting from a 100 per cent difference between
the true model and the initial model. From this table one could
conclude that tests (1) and (2) provide results of superior quality
than the results from tests (3) and (4). In the last two examples,
the difference in the P-wave velocity is more than 60 per cent. The
situation is even worse for the S-wave velocity in the third test,
where the difference is >100 per cent. As we can see, there are no
updates for the S-wave velocity in the case of acoustic inversion. It
should be noted that the difference presented here is valid for the
examples shown in this paper, and should not be generalized.

The vertical component of the observed data for one line of
receivers placed in the middle of the cross-line axis is shown
on Fig. 10. The data are very complex and contain several re-
flections, direct and refracted arrivals, for both P and S waves.
Note that one of the reflected P waves (blue dashed line) has
negative moveout due to a dip in the left-side model structure
(Figs 7a and b).
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Figure 13. Vertical component of data from test (3) conducted in FWI example 1: initial synthetics (a), final synthetics (b), initial residuals (c) and final
residuals (d). All plots are shown at the same scale.

Comparisons of data for FWI tests (1)–(4) are shown in Figs 11–
14, respectively, where a vertical component for the initial synthetics
(a), final synthetics (b), initial residual (c) and final residuals (d) are
shown at the same scale. From visual comparison between the ob-
served data and the initial synthetics we can conclude that they
look similar and therefore the initial smooth model is an accurate
choice as a starting model, though the amplitude of the initial resid-
uals (Fig. 11c) is quite strong. After 30 iterations, the synthetic data
match well with the observed data for tests (1) and (2) (Figs 11b and
12b), which is confirmed by the final residuals (Figs 11d and 12d)
where the amplitudes have been reduced significantly. On the other
hand, in test (3) the amplitude of final residuals is only slightly re-
duced (Fig. 13d), while in test (4) it has remained almost at the same
level (Fig. 14d) as in the initial residual. We suggest that the low
misfit reduction in the last inversion test could be due to the acous-
tic approximation used that is not capable of reproducing observed
seismic records correctly. It is possible that the results of acous-
tic inversion could improve by applying some data pre-processing
steps, such as trace-normalization to reduce the AVO effect (Dessa
et al. 2004; Ravaut et al. 2004), or by removing shear wave energy
using a FK filter.

The above example suggests that 3-D elastic FWI is capa-
ble of recovering both P- and S-wave velocities from a sparsely
sampled 3-D seismic data. The inversion of 2-D line data us-
ing the 3-D elastic inversion can also recover these parameters,
but with slightly less accuracy. On the other hand, 2-D FWI
of a 2-D profile from 3-D data does not lead to satisfactory
results.

3.2 Example 2: FWI of the 3-D SEG/EAGE overthrust
model with shallow channel

In the second example, the inversion was tested on another part of
the SEG/EAGE overthrust synthetic model (Fig. 3). This time we
focused our attention on a channel, which is located at 1 km depth
(Fig. 15a). Since the first approach consisting of full 3-D elastic
propagation and 3-D waveform inversion provides the best results,
we tested only this approach in this example. The model dimensions
are 6.4 km × 6.4 km in horizontal directions and 1.6 km in depth
(320 × 320 × 80 gridpoints including boundary conditions). The
grid spacing of 20 m makes a total number of gridpoints of about
8.2 × 106. A Ricker source wavelet with a dominant frequency of
7 Hz was used and the sampling interval was 3 ms. Again, mini-
mum S-wave velocity in this example equal to 1300 m s−1. In total,
111 sources (11 × 11) sparsely spaced at 500 m were used to gen-
erate the synthetic data. 19 821 (141 × 141) receivers regularly
spaced at 40 m intervals were placed close to the surface. Each re-
ceiver measured three velocity field components. C-PML were used
at all boundaries with 10-gridpoints length. The starting model
was a smoothed version of the true model in all three directions
(X, Y and Z).

The inversion results show good agreement between the true and
final FWI models by recovering the main features for both P- and
S-wave velocities over the whole depth-scale (Figs 16 and 17). The
channel is accurately recovered as well as the background veloc-
ity in the upper layers. As previously shown, the S-wave velocity
is better resolved than the P-wave velocity. Some footprints from
sources are visible on the FWI results for both P- and S-wave
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Figure 14. Vertical component of data from test (4) conducted in FWI example 1: initial synthetics (a), final synthetics (b), initial residuals (c) and final
residuals (d). All plots are shown at the same scale.

Figure 15. 3-D model of a true (a) and starting (b) P-wave velocity used in
FWI example 2, taken from the 3-D SEG/EAGE overthrust model shown in
Fig. 3.

velocities. These artefacts could be reduced by applying a smooth-
ing filter to the gradient. Fig. 18 shows observed data (a), initial
(c) and final synthetics (d). From visual comparison between the
observed data and the initial synthetics, we can see that they look
very similar and, therefore the initial smooth velocity model is a
good choice as a starting model, in spite of large initial amplitude
residual (Fig. 18e). After 30 iterations of the inversion, the total
misfit was reduced by 95 per cent (Fig. 18b) and the amplitude of
final residuals has decreased significantly (Fig. 18f). To perform
this numerical experiment, 16 quadri-core bi-processor nodes were
used providing 128 MPI processors. Each MPI processor used 1 Gb
of RAM, therefore a total of 128 Gb of RAM was allocated. The
FWI results of 30 iterations were obtained after 3 d of continuous
calculations performed on a local IPGP cluster.

3.3 Example 3: Checkerboard test

The third example of 3-D elastic waveform inversion consists of
a checkerboard test, which was performed in order to assess the
resolution of the 3-D elastic FWI scheme as a function of depth for
a given geometry of data acquisition. The model dimensions are
slightly smaller in horizontal directions than the previous model ex-
amples. It is 4.8 km × 4.8 km × 1.6 km (240 × 240 × 80 gridpoints
including boundary conditions). The background P- and S-wave
velocity models consist of a water layer overlying a constant ve-
locity layer. Checkerboard models for P and S waves were created
by perturbing the background velocity model with two different
grid sizes: The large size cubes are 800 m (40 gridpoints) in each
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Figure 16. 3-D elastic FWI results for P-wave velocity from example 2. (a) Vertical slices through the middle of the true (top panel), starting (middle panel)
and inverted (bottom panel) model. (b, c) Horizontal slices at 0.7 km and at 1 km depths, respectively, of the true (left-hand panel), starting (middle panel) and
inverted model (right-hand panel).

direction with a velocity perturbation of ±3 and ±4 per cent for P-
and S-wave velocities, respectively, whereas the small size cubes are
160 m (eight gridpoints) in each dimension with a velocity pertur-
bation of ±2 and ±3 per cent for P and S waves, respectively, super-

imposed over the large size grid perturbation. Eighty-one sources
(9 × 9) spaced at 500 m were recorded by 10 201 (101 × 101)
equally spaced receivers. A Ricker wavelet with a dominant fre-
quency of 7.5 Hz was the source wavelet. The minimum S-wave
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Figure 17. 3-D elastic FWI results for S-wave velocity from example 2. For more explanation cf. Fig. 16.

velocity in this example is 1250 m s−1. The background velocity
was taken as a starting model. Again the FWI results show good
recovery for both P-wave (Fig. 19) and S-wave (Fig. 20) velocities.
The horizontal slices show that FWI has correctly recovered the
amplitude and the form of the perturbations almost in the whole

section, although the resolution has decreased at the bottom of the
model and close to the model edges due to poor ray coverage. The
half wavelength of the P wave is ∼160 m and close to the size of
the small cubes, whereas the half wavelength of the S wave
is ∼110 m. Therefore, as in the previous example, it could be
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Figure 18. Vertical component of inversion data (vz) from one source, placed in the middle of the model (panels a, c, d, e and f) and misfit (panel b) from FWI
example 2. Shot gather from observed (a), initial (c) and final (d) FWI models. (e) Initial residual, and (f) final residuals.

observed that the inverted S-wave velocity model is better resolved
than the P-wave velocity model. Models with different relative am-
plitude perturbations and grid sizes were tested and the 3-D FWI
was able to recover models of half of the wavelength particularly in
the upper part of the model due to a good ray coverage.

4 D I S C U S S I O N S A N D C O N C LU S I O N S

We have developed a 3-D elastic FWI scheme in the time domain and
successfully applied it to three synthetic marine examples; a model

with hard velocity contrasts, an example with a channel structure
and checkerboard structures of different sizes. Although our test was
performed on a relatively small 3-D model size with sparse source
spacing, similar results are expected for a larger scale model, pro-
vided adequate computer resources are available. In the first experi-
ment, we have compared several different cases and showed that the
full 3-D elastic FWI performs much better than using acoustic and
2-D approximations. It was shown that 2-D restriction introduces
significant artefacts, particularly when sparse sources are used. We
have also shown that acoustic approximation could impact signifi-
cantly on final inversion results due to amplitude variation with the
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Figure 19. 3-D elastic FWI results for P-wave velocity from the checkerboard test. (a) Vertical slices through the middle of the true (top panel), starting
(middle panel) and inverted (bottom panel) model. (b, c) Horizontal slices at 0.7 km and at 1.3 km depths of the true (left-hand panel), inverted model (middle
panel) with the zoom area (right-hand panel).

offset (AVO) effect, especially in the presence of strong contrast in
S-wave velocity and density. The second example shows that 3-D
elastic waveform inversion could provide excellent results, and can
retrieve small-scale features such as shallow channel structures. In

the third example, a checkerboard test was carried out. The results
confirm that the resolution of half-wavelength could be achieved in
the upper part of the models and generally the inversion of S-wave
velocity provides a better resolution due to the corresponding
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Figure 20. 3-D elastic FWI results for S-wave velocity from the checkerboard test. For more explanation cf. Fig. 19.

shorter wavelength. The retrieved elastic parameters could be used
to characterize reservoirs on a fine scale thus providing valuable
information about the fluid content and lithology.

The successfulness of our inversion results was achieved by a
combination of several factors, a perfectly known source signa-
ture, the absence of any noise, and an accurate starting model

ensuring the convergence. We recognize that in practice these
limiting factors could reduce the quality of the final FWI mod-
els, but our objective here was to show that the 3-D elastic
waveform inversion could be performed on present-day comput-
ers and show excellent recovery even in the presence of sparse
sources.
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The results could be further improved using a larger number of
sources and finer grid spacing. In the case of small S-wave velocity
contrast, a 3-D acoustic FWI might be more efficient and may lead to
good inversion results. In the case of a 2-D earth model, 2-D elastic
inversion may provide good results. However, in the presence of
3-D elastic complex structures, 3-D elastic FWI would be required
to fully explain the data and retrieve the model accurately. Here,
we have assumed that the density is related to P-wave velocity.
In reality, one might consider inverting density as well, but the
sensitivity of density on data is rather poor, and hence inverting all
three parameters, P- and S-wave velocities and density, may lead
to a non-unique solution. In that case, it might be wiser to use a
hierarchical inversion approach.

These synthetic tests show that our FWI algorithm is efficient and
ready to be implemented on real data sets. However, the application
of full 3-D elastic waveform inversion is still limited to relatively
small subsets of surveys. At this stage several recently developed
techniques might improve the efficiency of the FWI. Borisov &
Singh (2013) have showed that the use of local inversion strategy
based on a grid injection method (Robertsson & Chapman 2000)
could dramatically reduce total computational time for 3-D elastic
waveform inversion of time-lapse seismic data. The use of simulta-
neous sources could lead to a significant reduction in computation
time (Neelamani et al. 2010). The anisotropy and attenuation were
not considered in our inversion strategy. They could play important
role in the convergence of algorithm, but this would increase the
computation time further.
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Djikpéssé, H.A. & Tarantola, A., 1999. Multiparameter l1 norm waveform
fitting: interpretation of Gulf of Mexico reflection seismograms, Geo-
physics, 64(4), 1023–1035.

Freudenreich, Y. & Singh, C.S., 2000. Full waveform inversion for seismic
data—frequency versus time domain, in Proceedings of the 62nd EAGE
Conference & Exhibition, Extended Abstracts.

Freudenreich, Y.P., 2002. P- and S-wave velocity estimation from full wave-
field inversion of wide-aperture seismic data, PhD thesis, University of
Cambirdge.

Gardner, G.H.F., Gardner, L.W. & Gregory, A.R., 1974. Formation velocity
and density—the diagnostic basics for stratigraphic traps, Geophysics,
39, 770–780.

Graves, R.W., 1996. Simulating seismic wave propagation in 3D elastic
media, Geophysics, 86, 1091–1106.

Hamilton, E.L., 1978. Sound velocity-density relations in sea-floor sedi-
ments and rocks, J. acoust. Soc. Am., 65, 909–922.

Hobro, J.W., Singh, S.C. & Minshull, T.A., 2003. Three-dimensional tomo-
graphic inversion of combined reflection and refraction seismic traveltime
data, Geophys. J. Int., 152(1), 79–93.

Jaiswal, P., Zelt, C.A., Bally, A.W. & Dasgupta, R., 2008. 2-D traveltime
and waveform inversion for improved seismic imaging: Naga thrust and
fold belt, India, Geophys. J. Int., 173, 642–658.

Komatitsch, D. & Martin, R., 2007. An un-split convolutional perfectly
matched layer improved at grazing incidence for the seismic wave equa-
tion, Geophysics, 72(5), 155–167.

Lailly, P., 1983. The seismic inverse problem as a sequence of before stack
migrations, in Proceedings of the Conference on Inverse Scattering, The-
ory and Application, Society of Industrial and Applied Mathematics,
Expanded Abstracts, pp. 206–220.

Levander, A.R., 1988. Fourth-order finite-difference P-SV seismograms,
Geophysics, 53, 1425–1436.

Lu, R., Lazaratos, S., Wang, K., Cha, Y.H., Chikichev, I. & Prosser, R.,
2013. High-resolution elastic FWI for reservoir characterization, in Pro-
ceedings of the 75th EAGE Conference & Exhibition, incorporating SPE
EUROPEC 2013, doi:10.3997/2214-4609.20130113.

Minkoff, S., 2002. Spatial parallelism of a 3D finite difference velocity-
stress elastic wave propagation code, SIAM. J. Scient. Comput., 24(1),
1–19.

Mora, P., 1987. Nonlinear two-dimensional elastic inversion of multioffset
seismic data, Geophysics, 52, 1211–1228.

Mora, P., 1988. Elastic wave-field inversion of reflection and transmission
data, Geophysics, 53(6), 750–759.

Neelamani, R., Krohn, C.E., Krebs, J.R., Romberg, J.K., Deffenbaugh, M.
& Anderson, J.E., 2010. Efficient seismic forward modeling using si-
multaneous random sources and sparsity, Geophysics, 75(6), WB15–
WB27.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/201/3/1215/753015 by guest on 18 February 2022



1234 D. Borisov and S.C. Singh

Operto, S., Virieux, J., Dessa, J.X. & Pascal, G., 2006. Crustal imagingfrom
multifold ocean bottom seismometers data by frequency-domain full-
waveform tomography: application to the eastern Nankai, J. geophys.
Res., 111, doi:10.1029/2005JB003835.

Pica, A., Diet, J.P. & Tarantola, A., 1990. Nonlinear inversion of seismic
reflection data in a laterally invariant medium, Geophysics, 55(3), 284–
292.
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