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Abstract

Recent MAVEN observations have shown unexpectedly large deuterium Lyman-α emissions near the Martian southern summer solstice. The deuterium Lyman-α brightness can reach ~ 10% of the hydrogen Lyman-α brightness below 200 km. In this paper, we propose a method to estimate the D/H ratio in the Martian upper atmosphere through analysis of the Lyman-α vertical profiles without the ability to spectrally separate the two atomic emission lines. Lyman-α vertical profiles measured by MAVEN/IUVS at four periods are analyzed. During southern summer, the derived D/H ratios at 200 km are larger than the HDO/H₂O ratio measured in the lower atmosphere, yet the extrapolated D/H ratio from 200 to 80 km agrees with the HDO/H₂O ratio. This larger D/H ratio at higher altitude is attributed to the more efficient escape of hydrogen atoms compared to deuterium atoms. The method we describe accounts for uncertainties related to constraining the temperature and density profiles of H and D in the lower thermosphere. Because spectrally-resolved D and H Lyman-α measurements are not always available, this method provides a way to estimate D/H variations in their absence. This method will be useful for analysis of relevant datasets from past and future Mars missions.
Plain Language Summary

Water vapor in the Martian atmosphere is enriched in deuterium, compared to the atmosphere and oceans of Earth. This enrichment is caused by the preferential escape of atomic hydrogen over its deuterium isotope, as integrated over time, due to its lower mass. Therefore, measuring the D/H ratio and understanding its spatial and temporal variation is important for estimating the evolution of water escape from Mars over time. In this study, we use models to estimate the D/H ratio at 80 and 200 km from low resolution Lyman-α limb profiles measured by the Imaging Ultraviolet Spectrograph (IUVS) aboard the Mars Atmosphere and Volatile EvolutioN (MAVEN). During the southern summer season at Mars, the derived D/H ratio profiles, extrapolated down to 80 km, agree with the HDO/H₂O ratio measured by other instruments. However, at 200 km, the derived H/D ratios are larger than in the lower atmosphere due to the more efficient escape of lighter hydrogen atoms compared to deuterium atoms. The main sources of uncertainties in the D/H ratio derivation are also presented.

1. Introduction

Estimating the water escape rate throughout Mars’ history depends strongly on the water reservoirs available to exchange with the atmosphere, and the timescale for that exchange. The D/H ratio in a planetary atmosphere is a key parameter for diagnosing water loss from a planet. Hydrogen and deuterium atoms can escape through a variety of processes that need to be constrained to accurately estimate present and past water loss rates (e.g. Cangi et al. 2020). On Mars, the globally averaged D/H ratio is five times larger than that measured in the terrestrial oceans (Owen et al. 1988,
Encrenaz et al., 2018, Vandaele et al. 2019). The deuterium enrichment on Mars results from the long-term preferential escape of lighter hydrogen atoms over heavier deuterium atoms. Systematic measurement of the D/H ratio in the Martian upper atmosphere is one of the main goals of the Imaging Ultraviolet Spectrograph (IUVS) aboard the Mars Atmosphere and Volatile EvolutioN (MAVEN).

The IUVS instrument has Far-UV (110-190 nm) and Mid-UV (180-340 nm) channels, with spectral resolutions of 0.6 and 1.2 nm, respectively. The Far-UV channel includes an echelle grating, with a spectral resolution of 80 mA, that can resolve the deuterium and hydrogen Lyman-α emissions (McClintock et al. 2015). In this study, we will refer to the Lyman-α observations obtained by the Far-UV channel as “low-resolution” and those obtained with the echelle grating as “high-resolution”.

Early in the MAVEN mission when Mars was close to perihelion, the deuterium Lyman-α brightness, observed with the IUVS high-resolution mode was \(~1\) kR (Clarke et al. 2017, Mayyasi et al. 2017). This brightness was much larger than the first two Martian deuterium detections from Earth, \(~20-50\) R while Mars was near aphelion (Bertaux et al., 1993, Krasnopolsky et al. 1998). Subsequent MAVEN observations showed consistently low deuterium emission brightnesses near aphelion (Mayyasi et al., 2017). Analysis of D and H high resolution profiles, obtained below 300 km, showed significant seasonal variations of deuterium abundance at 200 km (Mayyasi et al. 2019, Bhattacharyya et al. 2020). D densities were found to increase from \(1000\pm200\) cm\(^{-3}\) near Ls=220°, to a peak density of \(3000\pm1000\) near Ls=290°, then to decrease once more, down to \(1600\pm1000\) cm\(^{-3}\) toward the end of the dusty season (Ls=330°). Chaffin et al. (2018) fit several low-resolution profiles obtained above 500 km to estimate the deuterium density at 200 km. The fitted values were...
1900±800 cm$^{-3}$ at Ls=200° and 4600±1000 cm$^{-3}$ at Ls = 260°, substantially larger than the densities estimated using high-spectral resolution data.

Light species, such as hydrogen (H) and helium (He) are expected to be more abundant at night reaching peak abundance in the early morning during the southern summer season (Chaufray et al. 2015a, 2018, Elrod et al. 2017). It is likely that a global enhancement of deuterium (D) will also occur on the nightside and that D will reach its maximum abundance in the early morning. D emissions are optically thin at Lyman-α thus the volume emission rate is the product of the excitation frequency (g-factor) and the local D atom number density. The excitation frequency is almost uniform except in the nightside shadow region (solar zenith angle > 105° at 110 km) where no excitation can occur. The optically thin D Lyman-α emission will be brighter during limb viewing near the terminator (outside the shadow) than at lower solar zenith angles (SZA) because the density and path length is at its peak and the excitation frequency not undiminished. For an optically thick emission like the H Lyman-α, the excitation frequency decreases with increasing SZA due to the scattering of the solar photons along their propagation path in the atmosphere. The volume emission rate for H Lyman-α is therefore also expected to decrease with higher SZA (e.g. Chaffin et al. 2015). Due to these differences in D and H volume emission rates, the ratio of the deuterium brightness and the hydrogen brightness should be largest for limb-viewing near the morning terminator.

In early 2015, it was found that IUVS low-resolution observations made near the morning terminator during southern summer season (solar longitude, Ls = 270°) were not reproducible with models that included only emission from the thermal H population (Chaffin et al. 2015). During this time, there were no simultaneous measurements made with IUVS high-resolution mode that could be used to constrain the additional D Lyman-α emissions. In this study, we further investigate
the possible contribution of the deuterium Lyman-α emission to low-resolution observations in order to explain the observed vertical profile of the brightness, including observations below 500 km. To validate our method, we also consider other periods where the deuterium emission has been detected with high-resolution observations. In section 2, we describe a specific set of low-resolution observations that were analyzed along with an overlapping subset of high-resolution observations that were used to validate our approach. Models used to interpret the observations are presented in section 3, validation results are presented in section 4, and effects of systematic uncertainties are presented in section 5. The deuterium and hydrogen densities, derived for four chosen periods, are presented and discussed in section 6 followed by conclusion in section 7.

2. Observations

MAVEN-IUVS observations of the Martian limb are used for this study (McClintock et al. 2015). The instrument line-of-sight is in the orbital plane of the spacecraft, with the slit parallel to the normal of the orbital plane (Chaffin et al. 2015, Deighan et al. 2015, Chaufray et al. 2020). Observations with a tangent altitude spanning the surface to ~250 – 400 km, obtained when MAVEN was on the outbound portion of its orbit, are referred to as “outlimb”, in the Planetary Data System (PDS) archives. Observations with tangent altitude spanning ~350 – 3200 km, also obtained when MAVEN was on the outbound portion of its orbit, are referred to as “outcorona” in the PDS. Limb-pointed observations are used (rather than disk-pointed) since they show brightness profiles with altitude that are needed to constrain the deuterium density from the low-resolution mode. Four periods are used to study deuterium brightness with the low-resolution mode.

The two first periods correspond to southern summer of Martian Years 33 and 34, respectively, where the deuterium emission was detected at the limb with the high-resolution mode. These two
observation periods are therefore used to validate the retrieval since separate D and H Lyman-α vertical profiles are available with similar observing geometry for the low-resolution mode.

The third observation period corresponds to a time when no deuterium was detected above the noise level of the high-resolution mode. The deuterium brightness at the limb is therefore likely to be less than the 3-σ detection threshold of the IUVS detector, ~300 R (Mayyasi et al., 2019). This period is used to test that the retrieval method confirms no deuterium is needed to reasonably match these observations.

The fourth observation period corresponds to southern summer of Martian Year 32. During this period, no contemporaneous high-resolution mode observations were taken while pointed at the limb, however there were disk-pointed observations (Clarke et al. 2017). The observations from this period, near the morning terminator, were examined by Chaffin et al. (2015), and were found to be irreproducible by a model that used a single-hydrogen population.

The MAVEN-IUVS observation geometry from each period is summarized in Table 1.
Period 2: near southern solstice MY 34 with simultaneous high-resolution observations
7780
Figure 1: Examples of vertical profiles of Lyman-α brightness obtained during the four periods. Orbit #4359 from period 1 (blue), orbit #7788 from period 2 (green), orbit #1570 from period 3 (pink) and orbit #786 from period 4 (black) are shown. The integration time used for the “outlimb” observations (below ~350-400 km) is shorter than the integration time used for the “outcorona” (above ~350 – 400 km) leading to a noisier profile but with finer spatial resolution. For orbit #4359 only one outlimb of the available four is displayed, while for orbit #7788, only the first (SZA = 79°, left green curve) and sixth outlimb (SZA= 54°, right green curve) are displayed for clarity.

The integration time for the “outlimb” segment (below ~350 – 400 km) was shorter than the integration time for the “outcorona” segment (above ~350-400 km) in order to obtain better spatial sampling closer to the planet (~5 km sampling for the limb scan and ~35 km for the coronal scan). Therefore, the data is noisier near the limb. A bright limb is observed for orbits #4359 and #7788, and to a lesser extent in orbit #786 near 120 km mostly due to proton aurorae (Hughes et al. 2019).

As already mentioned, during the two first studied periods, four and six limb scans were obtained for each orbit, respectively. Example brightness profiles from period 1 for orbit #4351, are shown in Figure 2. Variations from one limb scan to another are small and attributed to various solar zenith
angles of 80°, 84°, 87° and 90° (Fig. 2, left panel). Data obtained with the FUV 1024x1024 pixel detector is binned differently for different observation modes. For the data used in this study, data were consistently binned into seven spatial bins, with each bin as the sum of 115 physical pixels of the detector along the slit. The differences in the brightness between spatial bins is small and mostly due to the non-uniform sensitivity of the detector (Fig. 2, right panel). Only spatial bins 1-5 are used in this work due to their higher sensitivity. For the observations of the second period, the variability from one limb scan to another is larger (Fig. 1) due to the larger variations in SZA (Table 1) as expected for the H Lyman-α optically thick emission (Clarke et al 2014, Chaffin et al. 2015).

![Graph](image)

For spatial bin 1. The four limb scans obtained at SZA = 80° (limb 1), 84° (limb 2), 87° (limb 3) and 90° (limb 4) and the coronal scan (SZA = 90°) are shown. The uncertainty associated with each measurement is ~ 600 R for the limb scans (not displayed for clarity) and ~ 300 R for the coronal scan. Middle panel: Lyman-α brightness profiles of orbit 4351 observed on 26 December 2016 for the first limb scan (tangent altitude between 0 and 250 km) and for the coronal scan (tangent altitude greater than 350 km) for each of the 7 spatial bins. Right panel: Geometry of the observation during orbit 4351 in the Mars Sun Orbit (MSO) frame. All axis are in km. The Martian surface is red at the dayside and blue at the nightside. MAVEN is moving from the bottom to the
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top and its position is represented by the black solid line. The lines of sight of IUVS during the four limb scans (near the Martian surface) and the coronal scan are represented in green. The sun direction is shown by the yellow arrow (X axis).

Figures 3 and 4 show the average profile for the first two periods, respectively, derived from all observations using the low-resolution and high-resolution modes. The vertical sampling of the low-resolution mode for one individual limb scan is 5 km. For the low-resolution mode, the average profile was obtained by binning the data with a vertical resolution of 40 km below 50 km, 20 km between 50 - 80 km altitude, 5 or 10 km between 80-160 km altitude, and 20 km above 160 km altitude. For the high-resolution data, the vertical binning was between 30 -40 km for period 1, and between 10 -50 km for period 2. Only observations where the SZA was between 80° – 90° and 50 – 60° were used for period 1 and 2, respectively.

Figure 3. Comparison between the average Lyman-α brightness profile obtained with the low-resolution mode, labeled “FUV” (blue), obtained from the subset of observations (SZA between
80°-90°) during period 1, and the high-resolution high-resolution mode (able to spectrally separate D and H Lyman-α lines) for a similar geometry. The error bars correspond to the standard deviation of all observations done in each altitude range, and therefore include both real variability and data noise. For the high-resolution mode, the statistic is limited to 2-6 observations in each altitude bin, and so the standard deviation is not statistically significant. Therefore, we compute the standard deviation from all high-resolution data between 0 to 300 km and assume the same value at all altitudes for both D and H. The two horizontal black lines on the right indicate the approximate altitudes, where the vertical and limb view CO₂ optical depth is unity.

Figure 4. Same as Figure 3 but for period 2. For this period, the number of observations inside each altitude bin for the high-resolution mode varies between 3 and 29 and therefore, the standard deviation is derived separately for each altitude bin. The two horizontal black lines on the right indicate the approximate altitudes, where the vertical and limb view CO₂ optical depth is unity

The differences in D+H brightness between the low-resolution and the high-resolution modes at these altitude ranges are less than 10% and within the range of the uncertainties of each channel (Chaffin et al., 2015; Mayyasi et al., 2017); this agreement is sufficient. The increase of the H Lyman-α emission from 100 km to 150 km is mostly due to the contribution of the interplanetary
medium (on the order of 100s R), and the planetary contribution of the hydrogen past the tangent line which is fully absorbed by the CO₂ below ~ 100 km and not absorbed above 150 km.

The bright limb near 120 km is evident in the average profiles derived from the low-resolution mode for the two periods. Limb brightening is not expected for the hydrogen emission because it is optically thick, but with moderate thickness ($\tau \sim 10$) the contribution of the spectral wings is not important. Lyman-α limb brightening can be produced by proton aurorae (Deighan et al. 2018, Hughes et al. 2019), and the deuterium bright limb observed with the high-resolution mode is present but rather weak (Fig. 3, Fig 4.). The bright limb is likely due to proton aurora, which is not accounted for in our models. Therefore, in this study, we only fit the data above 160 km where auroral emission should be 10 to 20 times less than the brightness at 120 km (Gérard et al. 2019).

3. Models

3.1 Density models

In order to separate the deuterium signal from hydrogen in the low-resolution mode we use a forward approach, simulating the expected brightness for different hydrogen density profiles and looking for the profile which best matches the data. Contrary to Chaffin et al. (2018), we use a simple fit method with only two free parameters (density of hydrogen and density of deuterium at a reference altitude). Chaffin et al. (2018) have shown that the study of a large set of observations with a more accurate method would require a prohibitive amount of computational time. Our goal is to show that useful information on the D/H ratio in the Martian upper atmosphere can be derived from the spectrally unresolved Lyman-α lines of D and H. The simple fit approach is therefore considered sufficient, and the effects of other unconstrained parameters are discussed in detail in
section 5. Improved estimates, using a larger set of free parameters could be performed in the future.

The model density profiles (from 80 km to 50,000 km) used to compute the brightness profiles are parametrized by the hydrogen and deuterium densities at the exobase and the temperature at the exobase (see Chaufray et al. 2008, appendix A). The temperature is chosen in a range close to the temperature derived from the MAVEN Neutral Gas and Ion Mass Spectrometer (NGIMS) measurements using the first eight MAVEN dip-deep campaigns (Stone et al. 2018). The deuterium and hydrogen densities at the exobase are the two free parameters. Sensitivity of variations in the exospheric temperature on the derived D/H ratio are presented in section 4.2.

Recently, it has been suggested that near southern summer, most of the atomic hydrogen in the upper atmosphere could come from water vapor dissociation in the Martian mesosphere/thermosphere (Chaffin et al. 2017, Stone et al. 2020). In this case the hydrogen density profile could be close to perfect mixing with CO$_2$ between 80 and 120 km (Krasnopolsky 2019, Chaufray et al. 2021). Therefore, we have performed a set of simulations, solving the diffusion equation as done by Chaufray et al. (2008) but without imposing a constant density below 120 km (case 1). In Chaufray et al. (2008), the hydrogen density profile was constant between 80 and 120 km to mimic the effects of the photochemical reactions (between H$_2$ and CO$_2^+$) on the density profiles. We performed another set of simulations with this assumption (case 2). The vertical profiles of the thermospheric temperature and the eddy diffusion coefficient are taken from Krasnopolsky (2002). Examples of H and D density profiles for an exospheric temperature of 180 K are shown in Figure 5 for the two cases considered. These two cases can be considered as lower and upper estimates of the density below 120 km. The real profile should be in-between (Krasnopolsky 2019).
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Figure 5. Top: Examples of the modeled hydrogen and deuterium density from 80 km to 50,000 km. The temperature profile is also represented in black.

Bottom: Model of the D/H ratio profile derived from the density profiles shown above. The simulated vertical D/H ratio is displayed in Fig. 5. Below 140 km, the D/H ratio increases with altitude up to a peak at ~140 km. This increase is due to Jeans escape which reduces the scale height of the density profile (e.g. Chamberlain and Smith 1971) in the lower thermosphere where the molecular diffusion coefficient $D_{mol}$ is small due to collisions ($D_{mol} = b/n_a$ where $b$ is the diffusion parameter and $n_a$ the atmospheric density). For H, this reduction is important because the vertical velocity $w$ is large, but it is less important for deuterium at 1800 K (the Jeans effusion velocity for H is ~150 cm/s while it is 0.16 cm/s for D). The diffusion equation that includes escape is given by:
The reduction of the hydrogen density scale height due to the escape rate (Eq. 3) explains the increase of the D/H ratio with altitude between 80 and 140 km by a factor 2 and 1.1 for cases 1 and 2, respectively.

At higher altitudes (above \( \sim 160 \) km), \( w(z) \ll u(z) \) and \( m_{\text{eff}} \sim m_H \) so the decrease in the D/H ratio is expected and due to the larger scale height of H. Non-thermal escape of atomic deuterium, expected to be large at low solar minimum (Krasnopolsky 2002, Cangi et al. 2020), should increase the deuterium vertical velocity and then reduce its scale height below 140 km (Eq. 2). Therefore, the simulated D/H increase between 80 and 140 km in this model is an overestimate.

The density profiles above 200 km are computed using a Chamberlain model (Chamberlain 1963) up to 50,000 km. The full hydrogen and deuterium density profiles each depend on only two quantities, their density and temperature at the exobase.

### 3.2 Radiative transfer model

We use a Monte Carlo radiative transfer model to simulate the spectral volume emission rate of both H and D. This model has been validated with the matricial model of Chaufray et al. (2008) and was used to study the Venusian hydrogen corona (Chaufray et al. 2012, 2015b). This model considers the angle-dependent partial frequency redistribution and non-uniform temperature profiles. In all the simulations presented here, we use a version including only one thermal population, since non-thermal populations are negligible at the studied altitudes (Bhattacharyya et al. 2017). The hydrogen and deuterium spectral volume emission rates are simulated independently (the lines are separated by \( \sim 40 \) Doppler units at 200 K) and vary with altitude and solar zenith angle only.
The deuterium emission is optically thin; therefore, using a radiative transfer model should not be needed. However other effects such as partial absorption by CO$_2$ and the Martian shadow need to be considered to properly describe the volume emission rates at large SZA or low altitudes. Since these effects are included in the radiative transfer model that can simulate the volume emission rate for an optically thin or thick emission, we adapt it to simulate the deuterium Lyman-α emission.

The D and H brightnesses depend linearly on the flux near the center of the solar Lyman-α line. The integrated solar Lyman-α line is taken from the MAVEN Extreme Ultraviolet Monitor (EUVM) measurements, assuming all the solar flux between 121 and 122 nm is due to the solar Lyman-α line, and using the relation of Emerich et al. (2005) to relate integrated solar flux to the solar flux at the center of the line. We use the same value to calculate the hydrogen and deuterium excitation frequency. Observations of the solar Lyman-α spectral line by the Solar Ultraviolet Measurement of Emitted Radiation (SUMER) instrument on the Solar and Heliospheric Observatory (SOHO) show that the differences should be less than 20% (Lemaire et al. 2005). An increase or decrease of the simulated deuterium brightness by 20% will increase/decrease the total (hydrogen + deuterium) simulated brightness by less than 3%. The associated uncertainty is therefore considered to be negligible compared to other sources of uncertainty which are discussed below.

The interplanetary background is assumed to be 500 R, a sensitivity study of this parameter is performed in section 5.

4. Validation of the method

To validate this method, we simulate hypothetical deuterium and hydrogen Lyman-α profiles assuming a hydrogen density of 2x10$^5$ cm$^{-3}$, deuterium density of 10$^3$ cm$^{-3}$, and a temperature of
200 K at the exobase with the geometric conditions of orbit #4370. A contribution of 500 R due to the interplanetary hydrogen is added above 110 km. A Gaussian noise of magnitude $\sigma$ is added to the simulated profile which is then fitted using the same method for all observations. A sample simulated profile and corresponding best fit are displayed in Figure 6.

Fig. 6. Simulated vertical profile (black) of the Lyman-\(\alpha\) brightness assuming hydrogen and deuterium densities at the exobase equal to 20,000 and 1000 cm\(^{-3}\) respectively, an exospheric temperature equal to 200K and an interplanetary background of 0.5 kR. A Gaussian noise with a magnitude of 0.4 kR above 300 km and 0.8 kR below 300 km was added to the simulated brightness. The best fit derived from the D brightness (blue), H brightness (green) and their sum (red) is also displayed. The observational geometry used for this test corresponds to MAVEN/IUVS orbit #4370, and includes the four outbound scans below 200 km.

For all orbits of period 3, the magnitude of the noise is $\sim 0.8$ kR below 300 km and $\sim 0.4$ kR above. We perform this test 100 times using $\sigma = 0.4$ kR above 300 km and 0.8 kR below 300 km. The average, median, and 1st and 9th decile values derived from this test for the deuterium and
hydrogen densities at the exobase are given in Table 2. For this test the simulated D/H brightness ratio at the bright limb (without noise) is ~ 0.14.

Parameter
The exospheric temperature is a crucial parameter to derive the hydrogen density from a Lyman-α observation with forward models (Chaufray et al. 2008). Here we consider different values of the exospheric temperature to determine how the derived D/H ratio vary. The best fit obtained for orbit #4355 (first period), band 1 are displayed in Fig. 7 for T = 160K, T=180K, and T = 200K.
<table>
<thead>
<tr>
<th># T</th>
<th>nH (80)</th>
<th>nD (80)</th>
<th>D/H (80 km)</th>
<th>nH (200)</th>
<th>nD (200)</th>
<th>D/H (200 km)</th>
<th>&lt;χ²&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>160</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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emissions may be very weak near the terminator, thereby requiring observations from in-situ instruments or models. In the following sections, we consider $T_{\text{exo}} = 180\,\text{K}$.

5.2 Sensitivity to the density profiles in the lower thermosphere.

We have performed the same derivation using the hydrogen and deuterium density profiles given by case 2: constant hydrogen and deuterium densities between 80 and 120 km (see section 3) for the full set of observations during the period 3. The results are summarized in Table 4.
Because the hydrogen Lyman-α emission is optically thick, a large change of hydrogen density leads to a small variation in brightness. Therefore, the derived atomic hydrogen density is very sensitive to the absolute calibration of a UV spectrograph and we expect the derived D/H ratio to be also very sensitive to the calibration. The uncertainty on the solar flux at the center of the Lyman-α has the same effect because the simulated brightness is proportional to it.

To check the sensitivity of the derived densities and D/H, we consider an uncertainty of 20% in the absolute calibration and multiply the observed brightness by a factor \( A = 0.8 \) or 1.2. Such uncertainty is near the absolute calibration uncertainty as estimated by Chaffin et al. (2018). The derived parameters are summarized in Table 5.
increase of both D and H densities, the derived D/H ratio is less sensitive to the absolute calibration. The uncertainty on the derived D/H ratio associated to an uncertainty of 20% on the absolute calibration can be at most a factor of 10 and less than 2 for an uncertainty of 10% on the absolute calibration (or solar flux at Lyman-α). Fits of Lyman-α profiles, including a scaling factor “1/A” on the modeled brightness as a free parameter, suggest a value of ~ 0.9 is most likely (Chaffin et al. 2018). This is equivalent to multiplying the observed brightness by A=1.1, which indicates that case A=0.8 is unlikely. If we don’t consider this case, the uncertainty on the D/H ratio is reduced to a factor of 2.5.

5.4) Sensitivity to the estimate of the interplanetary medium brightness

We also perform a sensitivity study with the estimated brightness of the interplanetary medium, the derived parameters are less sensitive to it than the other parameters (Table 4). For this study we used a range of interplanetary hydrogen brightness (IPB) values expected at Mars (e.g. Chaufray et al. 2008).

<table>
<thead>
<tr>
<th>IPB (kR)</th>
<th>nH (80)</th>
</tr>
</thead>
</table>
All these factors are expected to be independent, the interplanetary medium brightness and IUVS calibration are obviously independent of the Martian atmosphere and one another, while the exospheric temperature is controlled by the EUV/FUV solar flux and the shape of the profile below 120 km is controlled by the water vapor in the mesosphere. Their combined effects on the retrieved parameters however are not independent. For example, using a scale factor $A = 1.2$ will reduce the sensitivity to the interplanetary brightness since its relative brightness will decrease. Therefore, the overall systematic uncertainty is not straightforward to derive but the analysis above indicates the most important effects.

6. Results and Discussion

6.1) Period 1: December 2016

We first estimate the D/H ratio from the two first periods where simultaneous limb observations were performed with the two spectral modes by IUVS. For period 1, using the empirical relationship between the solar Lyman-$\alpha$ flux ($\sim 3.3 \times 10^{-3}$ W/m$^2$ for this period) and the dayside exospheric temperature from Bougher et al. (2017), leads to a temperature of 220 K.

All the observations are performed close to the terminator in the winter hemisphere, i.e., close to regions unilluminated for an entire Martian season and partly heated by polar warming. The local exospheric temperature is expected to be lower than the dayside temperature. Global Martian Circulation Models and MAVEN/NGIMS observations suggest exospheric temperature $\sim 120 - 140$ K on the nightside (Gonzalez-Galindo et al. 2009, Bougher et al. 2015, Stone et al. 2018). We therefore consider an exospheric temperature $T$ between 160 – 200 K. This choice is also justified a-posteriori because for temperatures larger than 200 K, the derived D brightness is larger than the D brightness measured with the high-resolution mode (as shown in section 5.1). This choice is also
in agreement with the temperature at SZA=90° used by Mayyasi et al. (2019). The derived D/H ratio is very sensitive to this choice which is one of the main limiting aspects of the method as discussed in section 5.

The hydrogen and deuterium densities at the exobase are the free parameters used to fit the total Lyman-α brightness measured by IUVS. We perform such a fit for the 8 observations and 5 spatial bins (we excluded bin 0 and bin 6) of each observation independently. An example of the best fit of Lyman-α brightness for H, D and the sum is shown for T = 180K in Figure 8. The average values of the D and H brightness profiles measured with the high-resolution mode (see section 2) are also shown. For clarity, we only display one limb scan, but similar results are obtained for other limb scans. Although, the deuterium brightness profile is closer to the deuterium average high-resolution mode profile for limb scan 1, and the hydrogen profile closer to the hydrogen average high-resolution mode profile for limb scan 4.
Figure 8. Vertical variations of the Lyman-α brightness observed by MAVEN/IUVS during orbit #4370 (using band 1) compared to the hydrogen and deuterium Lyman-α brightness and their sum derived from the best fit. For clarity, only one of the four limb scans is shown. The average deuterium and hydrogen Lyman-α profiles derived from the high-resolution mode are also indicated (orange stars) for information.

The different observations can be reproduced reasonably. Below 160 km, the observed brightness is slightly larger than the best-fit modeled brightness (see also Fig. 6). This difference could be due to emissions from proton aurorae, not included in the fit (Halekas et al. 2015, Deighan et al. 2018, Ritter et al. 2017; Hughes et al., 2019). The proton aurora brightness is sharply peaked near the bright limb with a scale height equal to the CO₂ density scale height (~ 10km), much less than the deuterium scale height (~ 100 km).
The estimated deuterium and hydrogen Lyman-α brightness are in reasonable agreement with the high-resolution mode average profile (Fig. 8). This confirms that during this season, part of the observed bright limb with the low-resolution mode is likely due to deuterium, as expected, and allows constraining the properties of the deuterium emission from the Lyman-α brightness profile near the limb, even if the D and H Lyman-α lines are not spectrally resolved. Above 1000 km, the contribution of the deuterium brightness to the total brightness is negligible. No large variations are derived from this set of observations. The deuterium density at the exobase is between 2.3-7.0x10^3 cm^-3, mostly larger than the deuterium density at the subsolar point derived by Mayyasi et al. (2019) from a large set of high-resolution observations (3000±1000 cm^-3). Such a difference can be attributed to local time variations, since an increase of the deuterium abundance from dayside to nightside is expected (Chaufray et al. 2015a). The derived deuterium and hydrogen densities at 80 km (below the homopause) for an exospheric temperature of 160, 180 and 200 K are given in Table 3. The derived D/H ratio at 80 km is between 1.3 – 3.6 x10^-3, which is larger than the D/H ratio measured in the water vapor (9±4x10^-4) near the surface of Mars (Owen et al. 1988). Other effects due to HDO and H2O condensation and photochemistry (Bertaux and Montmessin 2001, Krasnopolsky 2002), and exospheric ballistic transport (Chaufray et al. 2018), are not included in our simple models and should be included to better estimate the full vertical D/H profile. Assuming a constant D/H ratio below 120 km to roughly mimic the effect of photochemistry on the density profile would lead to an even larger derived D/H ratio at 80 km.

6.2) Period 2: September 2018

As for the previous period, simultaneous observations from low-resolution and high-resolution modes were performed during this period. Six “outlimb” scans were observed for each orbit, with tangent altitude moving from ~ 80 to 300 km with the low-resolution mode. During the same
period, four limb scans were performed with the high-resolution high-resolution mode. The SZA at the tangent point is different for each “outlimb” scan (Table 1). The expected dayside temperature derived from the empirical relation of Bouger et al. (2017) is 220 K. Best fits are obtained with an exospheric temperature of 180 K. An example of Lyman-α brightness for H, D and their sum, derived from the best fit, are shown for T = 180K in Figure 9. The average brightness profile of D and H, measured with the high-resolution mode (see section 2), is also shown for comparison in Figure 9. The derived deuterium and hydrogen brightnesses are in good agreement with the average profiles for the two species above 160 km.

Figure 9. Vertical variations of the Lyman-α brightness observed by MAVEN/IUVS during orbit #7788 in spatial bin 1 compared to the hydrogen and deuterium Lyman-α brightness and their sum derived from the best fit. For clarity, we only show one of the four limb scans below 300 km. For this data SZA = 63° while the observations above 300 km were at SZA = 54° explaining the small discontinuity of the observed brightness near 300 km. The average deuterium and hydrogen Lyman-α profiles derived from the high-resolution mode (orange stars) are also shown for comparison.
The observed profile below 160 km, not used to derive the free parameters, is not well reproduced. A better fit would be obtained with a weak proton aurorae (few 100s R) during this period. Table 7 summarizes the derived parameters for exospheric temperatures between 180 – 220 K. Note that the derived D/H ratio is slightly less sensitive to the temperature inside this temperature range than at temperatures considered for the previous period (Table 2), and the derived D/H ratio decreases with the temperature.
This period corresponds to a season without deuterium detection in the high-resolution mode data (Mayyasi et al. 2017). The deuterium brightness is expected to be less than 300 Rayleighs, much lower than the hydrogen brightness, and therefore, we do not expect to characterize the deuterium emission in the low-resolution mode. We use this period of observations to check that our method correctly predicts no deuterium detection. These observations had SZA ~ 60° (Table 1) and thus the exospheric temperature can be estimated directly from the empirical relation between the solar flux and the temperature derived by Bougher et al. (2017), leading to a temperature between 180 – 220 K. Contrary to periods 1 and 2, for this period we consider the density profile case 2 because no water vapor is expected to reach the lower thermosphere and therefore the density profiles should be controlled by the photochemical reactions between H₂ and ions (Krasnopolsky 2002, 2019). For most of the observed profiles, the best fit is obtained without deuterium, for example as shown in Figure 10.
Figure 10. Vertical variations of the Lyman-α brightness observed by MAVEN/IUVS during orbit #1570 on spatial bin 1 compared to the hydrogen and deuterium Lyman-α brightness and their sum derived from the best fit, assuming an exospheric temperature of 200K.

This result agrees with the absence of a strong deuterium signal (larger than 300 R) directly measured with the high-resolution mode. The derived hydrogen density at 200 km is between 0.8 – 1.5 x 10^5 cm^-3 depending on the exospheric temperature. Assuming a D/H ratio of 1x10^-3 at 200 km, close to the value measured in the lower atmosphere, we should expect a deuterium density of ~ 80 – 150 cm^-3 at 200 km, which gives us a lower limit estimate of the deuterium density at 200 km detectable by our method. Using case 1 profiles does not change the results, in that case, the best fit is also obtained without deuterium and the derived hydrogen density at 200 km is between 0.8 – 1.4 x 10^5 cm^-3. This density is lower than the density derived from the other periods near
southern summer, as expected from the seasonal variations of the hydrogen density (Chaffin et al. 2014, Bhattacharyya et al. 2017, Chaufray et al. 2021).

6.4) Period 4: Feb – March 2015

The observations for this period were made at the morning terminator near 30°S latitude (see Table 1), and, like periods 1 and 2, were near perihelion. At this time, the solar flux at Lyman-α (and therefore the exobase temperature) was larger than the December 2016 or the September 2018 period by ~ 20% (Table 1), and rescaling the temperature used for December 2016 by 20% would lead to a temperature ~260 K. However, these observations were performed near the morning terminator where the horizontal temperature gradient is large and the temperature lower than other parts of the terminator (Stone et al. 2018). Therefore, for this period, we will consider an exobase temperature between 180 and 220 K. The sensitivity of the derived D/H ratio with the assumed exospheric temperature is given in Table 8. The fits are slightly better for $T = 180$ K while for temperatures larger than 200 K, the deuterium brightness reached 2 kR which is rather large compared to what has been observed with the high-resolution mode thus far (e.g. Mayyasi et al. 2019). As indicated in Table 8, the derived D/H ratio at 80 km is closer to the value measured in the lower atmosphere when assuming $T = 180$ K.
confirming that these profiles, which could not be fit with a singlehydrogen population for these observations (Chaffin et al. 2015), can be fit by including the non-negligible D Lyman-α emission. As shown in Fig. 11, the brightness profile is also well reproduced below 160 km, suggesting that proton aurorae were negligible during this period. Including the profile below 160 km in the fit does not change the derived average deuterium and hydrogen densities for this period.

Figure 11. Vertical variations of the Lyman-α brightness observed by MAVEN/IUVS during orbit #786 on band 1 compared to the hydrogen and deuterium Lyman-α brightness and their sum derived from the best fit, assuming an exospheric temperature of 180K.

Chaffin et al. (2018) studied a set of profiles performed with the low-resolution mode in December 2014 (Ls = 250-260°), at latitude 50° S and local time 3 pm, slightly before these observations. Only the Lyman-α brightness profile above 500 km was fitted for three different assumptions: only
a thermal hydrogen population, hydrogen and deuterium, and a thermal and non-thermal hydrogen population. For the second assumption, the derived average hydrogen density at 200 km was equal to $1.2 \times 10^6$ cm$^{-3}$, the average exospheric temperature 190 K, and the average deuterium density at 200 km equal to 4700 cm$^{-3}$, resulting in a derived D/H ratio of $\sim 4 \times 10^{-3}$. The hydrogen and deuterium densities are slightly lower than those we derive for period 4, but are consistent with an increase of light species abundances near morning terminator. However, this comparison should be considered carefully since a scale parameter $A = 0.87$ was also derived from the fits, which would further reduce the derived densities (see section 5).

As for period 1, the derived deuterium density at 200 km (between $4-9 \times 10^3$ cm$^{-3}$) for the period 4 data is larger than the derived density at the sub-solar point from high-resolution observations (Mayyasi et al. 2019), which can be explained due to a larger deuterium density at the terminator than the sub-solar point, especially at morning side (Chaufray et al. 2015, 2018). The ranges of the derived hydrogen and deuterium densities at 80 km (below the homopause) for the full set of observations are given in Table 8. The derived range of D/H at 80 km is between $[0.6 - 3.7] \times 10^{-3}$ respectively, lower than the derived D/H ratio during period 1, but in the range of the D/H ratio measured during period 2 and in Martian water vapor. The derived hydrogen density at 200 km, between $0.6 - 4.5 \times 10^6$ cm$^{-3}$, is larger than the simulated hydrogen density (Chaufray et al. 2018) which could be attributed to a larger amount of water vapor at high altitudes during this season (Chaufray et al. 2021).

7. Conclusion

In this paper, we present the first detailed estimates of the D/H ratio deduced from total Lyman-$\alpha$ vertical profiles observed with the low-resolution mode of MAVEN/IUVS for four different
periods. The D/H ratio can be derived from low-resolution data during the southern summer period, when the deuterium emission is at its brightest and represents ~10% of the hydrogen emission below 300 km. Most of the uncertainty in the derived densities and D/H ratio are not due to noise in the database but rather caused by assumptions made in the models to derive the D/H ratio, and the absolute calibration. Specifically, 1) the exospheric temperature, 2) the density profile below 120 km and 3) absolute calibration used for the retrieval, can lead to systematic error in D/H at 80 km of a factor of ~10. This is currently the main limitation of our method however the two first assumptions could be improved in the future, (e.g., by using improved 2D or 3D empirical/numerical temperature model distributions for different seasons, as done by Bhattacharyya et al. 2020). For the first two periods studied, near simultaneous observations were performed with the IUVS high-resolution mode and low-resolution mode making it possible to provide an estimate of the exospheric temperatures based on the best fit. For the third period, when the deuterium abundance is expected to be very low in the upper atmosphere, no deuterium is detected using our method. For the fourth period, the presence of deuterium can explain the shape of the vertical brightness profiles and be used to estimate the D/H ratio even though no high-resolution mode observations were performed. Although the systematic errors due to the retrieval method are rather large, these may be improved upon in the future. This method could be useful for estimating the D/H ratio in the upper atmosphere of Mars on future missions lacking high-spectral resolution UV channels, such as for the Emirates Mars Mission launched in 2020.
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