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Chapter 3

Update on Global Ozone: Past, Present, and Future

Scientific Summary

This chapter deals with the evolution of global ozone outside of the polar regions. The increase of ozone-depleting substance (ODS) concentrations caused the large ozone decline observed from the early satellite era (circa 1980) to the mid-1990s. Since the late 1990s, concentrations of ODSs have been declining due to the successful implementation of the Montreal Protocol. Ozone concentrations show latitudinally dependent increases in the upper stratosphere for the 2000–2016 period; changes in other parts of the stratosphere are not yet statistically significant. A new suite of model simulations confirms previous results for the upper stratosphere that about half of the observed increase is associated with declining ODSs. Ozone column trends are likewise positive but not generally statistically significant. Their overall evolution is, however, compatible with the decline in equivalent effective stratospheric chlorine (EESC).

Over the next decades, we expect increasing global mean stratospheric ozone columns, as ODSs continue to decline. Emissions of greenhouse gases (GHGs), especially carbon dioxide (CO₂), methane (CH₄), and nitrous oxide (N₂O), will also affect the evolution of global stratospheric ozone, particularly in the second half of the 21st century, when ODS concentrations are expected to be low.

Past Changes in Total Column Ozone

- Ground- and space-based observations indicate that there is no statistically significant trend in near-global (60°S–60°N) column ozone over the 1997–2016 period. These datasets show an increase of between 0.3% and 1.2% decade⁻¹ since 1997, with uncertainties of about 1% decade⁻¹. These findings are consistent with our understanding of the processes that control ozone:
  - In middle and high latitudes, the increase in total column ozone expected to arise from the 15% decline in EESC since 1997 is small (~1% decade⁻¹) relative to the large, dynamically forced year-to-year variations of ~5%;
  - In the tropics, where halogen-driven ozone loss is small in the lower stratosphere, total column ozone has not varied significantly with ODS concentrations, except under conditions of high volcanic aerosol loading (e.g., from the eruption of Mt. Pinatubo in 1991).

- Outside the tropics, present-day (2014–2017) total ozone columns from ground-based and space-based observations remain lower than 1964–1980 column ozone by:
  - about 2.2% for the near-global average (60°S–60°N);
  - about 3.0% in the Northern Hemisphere mid-latitudes (35°N–60°N);
  - about 5.5% in the Southern Hemisphere mid-latitudes (35°S–60°S).

These values are essentially the same as in the last Assessment, given uncertainties associated with natural variability and instrumental accuracy. The larger depletion in the Southern Hemisphere is linked to the Antarctic ozone hole.

Past Changes in Ozone Profiles

Additional and improved datasets and focused studies evaluating trend uncertainties have strengthened our ability to assess ozone profile changes. Analysis of data from the upper stratosphere shows increases that are consistent with
those suggested in the last Assessment. There is some evidence for a dynamically driven decrease in ozone in the lower stratosphere from 2000 to 2016, but robust trends have not been identified for this region. New chemistry–climate model (CCM) simulations that include realistic time variations of GHG and ODS concentrations are analyzed using the same trend model as for the observations; this allows attribution of changes in ozone to different processes.

- **Measurements show increases of ozone in the upper stratosphere over the period 2000-2016.** Following a large decline of 5 to 7% decade\(^{-1}\) through the 1980s and middle 1990s, upper stratospheric ozone has increased by 1 to 3% decade\(^{-1}\) since 2000. The largest confidence is in northern mid-latitudes, where the positive trend is statistically significant between 35- and 45-km altitude. Confidence in trends in the tropics and southern mid-latitudes is not as high due to larger discrepancies between trends from individual measurement records.

- **Model simulations attribute about half of the observed upper stratospheric ozone increase after 2000 to the decline of ODSs since the late 1990s.** The other half of the ozone increase is attributed to the slowing of gas-phase ozone destruction cycles, which results from cooling of the upper stratosphere caused by increasing GHGs.

- **There is some evidence for a decrease in lower stratospheric ozone from 2000 to 2016.** This decrease is most consistent across datasets in the tropics, but is not statistically significant in most analyses. Much of the apparent decline was reversed by an abrupt increase in ozone in 2017, indicating that longer records are needed to robustly identify trends in this region. Model simulations attribute the variations in lower stratospheric ozone over this period primarily to dynamical variability.

- **Assessing the consistency between stratospheric profile trends and total column ozone trends requires changes in tropospheric ozone to be well quantified.** A recent assessment of tropospheric column ozone trends, however, shows large disagreements in the sign and magnitude of the observed trends over the past decade and a half.

**FUTURE OZONE CHANGES**

The baseline climate change scenario used in the new model simulations differs from the previous Assessment, because new emissions scenarios were used. The key drivers of future ozone levels continue to be declining ODS concentrations, upper stratospheric cooling because of increased GHGs, and the possible strengthening of the Brewer-Dobson circulation from climate change. The new emissions scenarios lead to slight differences in the relative contributions of these processes in various latitude and altitude regions and a delay in return dates for ozone compared to the previous Assessment.

- **Estimated dates of return of total column ozone to 1980 values are generally a few years later than given in the previous Assessment and vary considerably between scenarios.** For the baseline scenario (RCP-6.0), they are:
  - around mid-century for near-global mean annually averaged ozone;
  - most likely before the middle of the century (~2035) for annually averaged Northern Hemisphere mid-latitude ozone;
  - around mid-century for annually averaged Southern Hemisphere mid-latitude ozone.

- **\(\text{CO}_2\), \(\text{CH}_4\), and \(\text{N}_2\text{O}\) will be the main drivers of 60°S–60°N stratospheric ozone changes in the second half of the 21st century.** These gases impact both chemical cycles and the stratospheric overturning circulation, with a larger response in stratospheric ozone associated with stronger climate forcing. By 2100, the stratospheric column is expected to decrease in the tropics by about 5 DU for RCP-4.5 and about 10 DU for
RCP-8.5 relative to 1980 values, with the net total column change projected to be smaller (about 5 DU) because of offsetting increases in tropospheric ozone.

- **Given that ODS levels are expected to decline slowly in coming years, a large enhancement of stratospheric sulfate aerosol in the next decades would result in additional chemical ozone losses.** Possible sources of additional stratospheric sulfate aerosol include volcanic eruptions (like Mt. Pinatubo in 1991) and geo-engineering. Even when ODS levels have declined substantially, a large injection of volcanic halogens into the stratosphere could drive substantial ozone losses in the presence of aerosol surfaces.

- **Future ozone recovery and the projected strengthening of the Brewer-Dobson circulation (BDC) are likely to lead to increases in the stratosphere-to-troposphere (STT) flux of ozone via increases in mid-latitude lower stratospheric ozone and mass flux.** The net impact of increased STT flux on the tropospheric ozone burden is highly model and scenario dependent. Most studies suggest it will be small relative to other factors, such as concurrent changes in precursor emissions, temperature, and water vapor.
3.1. INTRODUCTION

This chapter updates the corresponding chapter from the previous Assessment (Chapter 2, WMO, 2014); it describes our current understanding of past changes in global (60°S–60°N) ozone and its expected future development. The chapter focuses on detection and attribution of ozone changes and the robustness of ozone trends and their associated uncertainties. The chapter also describes how ozone is expected to change in the future. This includes the modeled response to the continuing decline in stratospheric chlorine- and bromine-containing compounds and the response of ozone to climate change. A key benchmark, as always, is the date of return of ozone to its 1980 value.

3.1.1 Summary of Findings from the Previous Ozone Assessment

The 2014 Assessment (WMO, 2014) for the first time provided evidence that stratospheric ozone concentrations have increased in response to reductions in the emissions of ozone-depleting substances (ODSs) imposed by the Montreal Protocol. In particular, measurements of ozone in the upper stratosphere showed a statistically significant positive trend, which chemistry–climate models (CCMs) suggested is attributable equally to decreased ODS concentrations and to colder temperatures resulting from increased greenhouse gases (GHGs). Total column ozone had not increased significantly (1±1.7%). Large dynamic variability and differences between datasets were shown to make trend detection difficult given the ~1% expected increase in column ozone associated with ODS decline.

CCM results indicated that a large enhancement of sulfate aerosol from either a volcanic eruption or geoengineering would result in significant ozone loss while ODS levels remain high. CCM simulations were also used to examine how assumptions about future GHG emissions affect ozone in the late 21st century, when chemical ozone destruction by halogens will be negligible. The effects of increasing nitrous oxide (N₂O), which chemically depletes global ozone, compete against the effects of increasing carbon dioxide (CO₂) and methane (CH₄), which increase ozone in the extratropics via both changes in chemistry and strengthening of the circulation. CCMs showed differences of 7% in global average total column ozone for the year 2100 between maximum and minimum radiative forcing Representative Concentration Pathways (RCPs). Significant decreases in tropical column ozone were projected under all scenarios despite increases in the upper stratosphere associated with GHG-induced cooling. The column reductions occurred primarily because strengthening of the circulation decreases tropical ozone in the lower stratosphere.

3.1.2 Major New Developments Since 2014

With four additional years of data and the advent of both new and consolidated merged datasets, this chapter revisits evidence for the detectability of positive ozone trends that might be attributable to decreases in stratospheric chlorine- and bromine-containing compounds.

The Long-term Ozone Trends and Uncertainties in the Stratosphere (LOTUS) initiative has undertaken a systematic assessment of the significance of observed ozone profile trends. LOTUS (2018) robustly quantified the degree to which ozone variability can be attributed to the various proxies used to represent natural process that drive ozone changes. It also examined available trend models and formulated a best practice, applying a common methodology to updated satellite and ground-based datasets (including merged and homogenized data). The resulting trend profiles include a traceable error characterization for the assessment of significant (recovery) trends. The new analysis confirms the general trends derived for the 2014 Ozone Assessment, but with larger estimated uncertainties, in particular in the upper stratosphere. In addition, the LOTUS trend model used for the profile observations is applied to model integrations of ozone under various scenarios, allowing a consistent
comparison of observed and modeled trends up to the present day.

The Chemistry–Climate Model Initiative Phase 1 (CCMI-1; Morgenstern et al., 2017) provides new model integrations that simulate past, present, and future ozone. For the past, free-running and “specified dynamics” model integrations are available and capture many important features of the observed ozone variability and trends. The baseline future projections use the RCP-6.0 scenario to represent climate change. In this respect, this chapter deviates from the 2014 and 2011 Ozone Assessments (WMO, 2014; WMO, 2011), where CCMVal-2 integrations were used, which are based on the SRES A1B scenario. However, the response of ozone to different climate change scenarios is evaluated using additional RCP scenarios and idealized sensitivity studies (e.g., fixed ODSs or fixed GHGs). Return dates are derived in a comprehensive way by calculating filtered multi-model mean time series and analyzing if and when 1980 ozone values are reached (Dhomse et al., 2018).

3.1.3 Data Sources

This Assessment relies on essentially the same ground-based, in situ and satellite ozone datasets as were used for the 2014 Assessment. Since then, all records have been extended to the present, and some have been revised and reprocessed, in part or in full. In addition, a few new data records have emerged. Appendix 3A summarizes the data records used in this chapter. Because single-instrument records do not provide sufficient temporal and/or spatial coverage to assess global long-term trends, merging is required; quantification of uncertainties associated with merging is discussed in Section 3.1.4. Each approach has its merits and weaknesses, and the availability of a number of complementary, independent global ozone datasets is essential to comprehensively quantifying uncertainties in trend assessments.

3.1.4 Data Quality

Data quality is one of the key drivers of trend uncertainty, with other important contributions coming from natural variability, methodological choices in the regression analyses, and assumptions on how trend results are combined (see Section 3.2). Merged datasets provide comprehensive multi-instrument records, with improved temporal and spatial coverage and reduced uncertainties compared to a single-instrument data record (Tummon et al., 2015). The challenges of merged records highlighted in the last Assessment, however, are still relevant: Inter-instrument biases and drift, differences or changes in spatiotemporal sampling patterns, different (vertical) coordinate systems, and different spatiotemporal resolutions can all impact the accuracy of trends derived from merged records.

Instrument biases lead to time-dependent artifacts (“jumps”) when continuous or partially overlapping records are merged without prior adjustment to a common absolute reference (Ball et al., 2017; Weatherhead et al., 2017). The accuracy of such bias corrections increases with the amount of data available and depends on the length of the overlap periods for different records. Many single-instrument records were revised in recent years (Appendix 3A), and a series of intercomparisons revisited and refined the estimated biases between satellite data records (Kramarova et al., 2013; Frith et al., 2014, 2017; Tegtmeier et al., 2013; Coldewey-Egbers et al., 2015; Rahpoe et al., 2015; Froidevaux et al., 2015; Davis et al., 2016; Sofieva et al., 2017), ground-based datasets (Van Malderen et al., 2016; Deshler et al., 2017), and ground-based and satellite data records (Koukouli et al., 2015; Hubert et al., 2016; Thompson et al., 2017; Garane et al., 2018; Sterling et al., 2018). Single-sensor ozone profile datasets agree to within about 5% in the height range of 20–45 km. Once adjustments are made by the merging algorithms, the residual inter-instrument biases are reduced considerably. However, it is likely that uncertainties associated with bias corrections are, in some cases, not negligible; e.g., for the merged SBUV satellite data records (due to short overlap periods; Ball et al., 2017; Frith et al., 2017) and for the SAGE-MIPAS-OMPS satellites (due to a sparse sampler that acts as transfer standard between MIPAS and OMPS; LOTUS, 2018).

Removing inter-instrument drift is a challenge that requires considerable temporal overlap of data records and a reliable statistical analysis (Stolarski and Frith, 2006). Drift correction schemes have been developed for combined data from dense nadir-viewing samplers (Coldewey-Egbers et al., 2015), but thus far such corrections have only rarely been tested for limb merging algorithms (Eckert et al., 2014; Damadeo
et al., 2018). Intercomparisons between single records generally show inter-instrument drifts below 1% decade$^{-1}$ for total column data (Frith et al., 2014; Koukouli et al., 2015; Garane et al., 2018) and less than 3–5% decade$^{-1}$ for profilers (Kramarova et al., 2013; Rahpoe et al., 2015; Hubert et al., 2016; Frith et al., 2017). Large drifts (i.e., 5% decade$^{-1}$ or more) found in previous versions of the OSIRIS and SCIAMACHY satellite data records (Hubert et al., 2016) have been corrected, improving agreement with other datasets (Sofieva et al., 2017; Bourassa et al., 2018; LOTUS, 2018). Instabilities in the NCEP temperature data in the 1980s (McLinden et al., 2009; Maycock et al., 2016) have been shown to have introduced a ~6% decade$^{-1}$ systematic error on the trend in SAGE II v6.2 volume mixing ratio data in the tropical upper stratosphere (Froidevaux et al., 2015; Ball et al., 2017). The current

![Figure 3-1. Long-term ozone trends in % decade$^{-1}$ for the period 2000–2012 derived from both (a) a regression of monthly zonal mean data (MzM) and (b) monthly zonal mean data corrected for sampling biases due to the diurnal and seasonal cycle. The diurnal correction has the greatest influence on the upper stratosphere, while the seasonal correction has the greatest influence at higher latitudes. Stippling denotes areas where the trend results are not significant at the 2σ level. Contour lines are plotted at 2% decade$^{-1}$ intervals. Adapted from Damadeo et al. (2018).](image-url)
constitutes about half of the trend in past two decades (Damadeo et al., 2018). Seasonal sampling biases were shown to be more prevalent at higher latitudes and in the tropical middle stratosphere. The analysis led to a sampling bias correction scheme for the SAGE II dataset, which was used for the SAGE-OSIRIS-OMPS record, but not for other limb records. Sampling biases in total column or limb profile data records are generally considered random in nature but are not fully quantified (Coldewey-Egbers et al., 2015; Millán et al., 2016).

The coherent propagation of uncertainties through merging algorithms is a complex challenge. Addressing this challenge by applying a Monte Carlo technique to simulate the SBUV error time series for two different merging algorithms results in a trend uncertainty of 1–2.4% decade\(^{-1}\) (1σ), which explains the differences in profile trends for the merged SBUV MOD and SBUV COH records (Frith et al., 2014, 2017; see also Appendix 3A and Figure 3-2). So far, a comprehensive error propagation analysis has not been done for the merged limb profile records. The most advanced attempt, based on singular value decomposition of the differences between four merged limb and nadir profile data records, estimated uncertainties of up to 5% for earlier versions of MZM data from the GOZCARDS and SWOOSH data records (Ball et al., 2017). However, the impact of measurement uncertainties on trends was not investigated.

Differences in merged data records are dominated by the selection of instruments rather than the choice of the merging technique (Tummon et al., 2015). Differences are smallest in the mid-latitude lower and middle stratosphere (5%) and increase in the upper stratosphere (8%) and tropical lower stratosphere (10%), consistent with the biases between single-instrument data records. Recent modifications to profile records have addressed, at least partially, some of the identified issues, and current versions of merged ozone profile records are in better agreement than the versions used in the previous Assessment (LOTUS, 2018). Differences between merged space- and ground-based total column records (compared as monthly ozone mean total column datasets) are on average less than 1–2% and they drift apart less than 0.5–1% decade\(^{-1}\) (Chiu et al., 2014; Bai et al., 2017).

Recent reanalysis datasets (Dee et al., 2011; Dragan 2011; and Wargan et al., 2017) have been shown to produce a “realistic representation of total ozone” (Davis et al., 2017), but they are not included in this Assessment.

**Figure 3-2.** Independent linear trends (ILTs) fit from 2001 to 2015 using SBUV MOD (dark yellow) and SBUV COH (green) merged ozone records. Trends are in % decade\(^{-1}\) and plotted as a function of pressure layers for 40–50°S. Horizontal lines indicate trend uncertainty (2σ): Solid lines represent the statistical uncertainty from the unexplained variability in the multiple linear regression (MLR) analysis (Section 3.2.1), and dotted lines show the total uncertainty obtained by adding the statistical and merging uncertainty in quadrature. The latter is estimated from Monte Carlo simulations that model how uncertainties in individual SBUV data records propagate through the merging chain. Adapted from Frith et al. (2017).
3.2 NATURAL OZONE VARIATIONS AND TREND DETECTION

3.2.1 Natural Variability

The natural variation and long-term trends of stratospheric ozone are generally quantified using multiple linear regression (MLR) models. Such models have been discussed in previous ozone assessments (e.g., WMO, 2014). They use explanatory variables (i.e., predictors) to describe natural and anthropogenic variability in long-term ozone time series. The typical multi-linear regression can be written in the following form (e.g., Chehade et al., 2014, Steinbrecht et al., 2017, Weber et al., 2018):

\[
Z(t) = Z_0 + \text{Trend} \cdot (t-t_0) + \sum_{i=0}^{n} a_i P_i(t) + \varepsilon(t) \quad (1)
\]

where \(Z(t)\) represents a monthly or yearly averaged ozone time series and \(Z_0\) is the value at \(t_0\). The time series usually describes deviations from a climatology rather than the absolute amount of ozone. The Trend term is discussed in Section 3.2.2. The predictors, or proxies, \(P_i(t)\) are the variables used to explain ozone interannual and long-term variability. The predictors most commonly used in ozone trend studies are listed in Table 3-1 and are discussed in detail below. The last term, \(\varepsilon(t)\), is the residual variability not explained by the MLR, which most analyses assume to be first order autoregressive noise. The terms in the model must be linearly independent and are assumed to be sufficiently orthogonal to provide independent pieces of information such that the regression can attribute, with confidence, ozone variability in the observed or modeled time record (see Section 3.2.2). When terms exhibit significant covariations, as is the case, for example, for the quasi-biennial oscillation (QBO) and the El Niño–Southern Oscillation (ENSO) over particular time periods, the ability of MLR to determine attribution is detrimentally impacted and confidence intervals, which take into account the covariance matrix of the regression coefficients, are correspondingly larger.

While MLR models are often applied to zonally averaged satellite data, there can be large longitudinal asymmetries in the influence of some of the processes represented by the various proxies on ozone. In particular, ENSO and the North Atlantic Oscillation (NAO) have large regional impacts that can be seen in non-zonally averaged data, as discussed in more detail in the sections below.

3.2.1.1 SOLAR VARIABILITY

The solar cycle influences ozone through photochemical and dynamical processes in the stratosphere (Haigh, 1994; Hood and Soukharev, 2003). Ozone in the upper-middle atmosphere is produced at wavelengths shorter than 242 nm, and it is primarily destroyed at longer wavelengths through photochemical processes. Understanding changes in UV irradiance is therefore important for the ozone and radiation budget. The solar ozone response (SOR) to changes in solar irradiance further plays a potentially important role in climate variability through modulation of stratospheric temperatures and wind. These changes in the stratosphere can influence tropospheric climate through both direct radiative effects and dynamical coupling, with impacts on extratropical modes of variability (e.g., Gray et al., 2010). Thus, understanding of the coupling between solar cycle variability, ozone changes, and circulation is of great importance for assessing the climate response to solar cycle change.

The 2014 Assessment reported a 2–4% variation of SOR in the upper stratosphere (3% in total ozone) in phase with the 11-year solar cycle. However, it was stated that the “exact shape of the solar response profile depends on the type of data and/or analysis, the length of data records, and the time periods under investigation.” In the 2014 Assessment, the uncertainties regarding solar-induced variability in observed ozone fields were related to the brevity of ozone records (spanning only a few solar cycles) as well as incomplete understanding of the accuracy of modern solar spectral irradiance (SSI) observed records (i.e., data from the SORCE satellite; McClintock et al., 2005). The lack of sufficient spectral resolution in the radiation schemes of global climate models was also noted as the reason for the models not being able to reproduce the solar–ozone relationship detected in observations.

Since the last Assessment, several papers have re-evaluated SOR estimates using both updated satellite observations and models. Uncertainties in the magnitude and structure of SOR estimates remain and continue to complicate the validation of atmospheric chemistry models (Dhomse et al., 2016). The primary...
Table 3-1. Table of proxies used in Equation (1), including representative data sources. The proxies and data sources used in analyses presented in Section 3.3 are shaded in dark orange.

<table>
<thead>
<tr>
<th>Proxy</th>
<th>Parameter Parameter</th>
<th>Data Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Solar cycle</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.7 cm solar radio flux</td>
<td>NOAA National Centers for Environmental Information: <a href="https://www.ngdc.noaa.gov/stp/solar/flux.html">https://www.ngdc.noaa.gov/stp/solar/flux.html</a></td>
<td></td>
</tr>
<tr>
<td>30 cm solar radio flux</td>
<td>CNES Collecte Localisation Satellites Space Weather Services: <a href="https://spaceweather.cls.fr/services/radioflux/">https://spaceweather.cls.fr/services/radioflux/</a></td>
<td></td>
</tr>
<tr>
<td>Core-to-wing ratio of Mg II doublet (280 nm)</td>
<td>University of Bremen: <a href="http://www.iup.uni-bremen.de/UVSAT/Datasets/mgii">http://www.iup.uni-bremen.de/UVSAT/Datasets/mgii</a></td>
<td></td>
</tr>
<tr>
<td><strong>QBO1 and QBO2</strong></td>
<td>EOS1 and EPS2</td>
<td>Free University of Berlin: <a href="http://www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/">www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/</a></td>
</tr>
<tr>
<td>(orthogonal components of the quasi-biennial oscillation, QBO)</td>
<td>Tropical zonal winds at 2 pressure levels (e.g., 30 hPa and 50 hPa or 10 hPa and 30 hPa)</td>
<td>NOAA National Weather Service Climate Prediction Center: <a href="http://www.cpc.ncep.noaa.gov/data/indices/">http://www.cpc.ncep.noaa.gov/data/indices/</a></td>
</tr>
<tr>
<td><strong>ENSO</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multivariate ENSO index</td>
<td>NOAA Earth System Research Laboratory: <a href="https://www.esrl.noaa.gov/psd/enso/mei/">https://www.esrl.noaa.gov/psd/enso/mei/</a></td>
<td></td>
</tr>
<tr>
<td>Niño 3.4 index</td>
<td>NOAA National Weather Service Climate Prediction Center: <a href="http://www.cpc.ncep.noaa.gov/data/indices/">http://www.cpc.ncep.noaa.gov/data/indices/</a></td>
<td></td>
</tr>
<tr>
<td><strong>Aerosols</strong></td>
<td>Mean aerosol optical depth at 550 nm</td>
<td>NASA Goddard Institute for Space Studies: <a href="https://data.giss.nasa.gov/modelforce/strataer/tau_line_2012.12.txt">https://data.giss.nasa.gov/modelforce/strataer/tau_line_2012.12.txt</a></td>
</tr>
<tr>
<td><strong>Other Dynamical Proxies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arctic Oscillation (AO) index (daily or monthly)</td>
<td>NOAA National Weather Service Climate Prediction Center: <a href="http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/ao.shtml">http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/ao.shtml</a></td>
<td></td>
</tr>
<tr>
<td>Antarctic Oscillation (AAO) index (daily or monthly)</td>
<td>NOAA National Weather Service Climate Prediction Center: <a href="http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/aa0/aa0.shtml">http://www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/aa0/aa0.shtml</a></td>
<td></td>
</tr>
<tr>
<td>Tropopause pressure (TP)</td>
<td>NOAA Earth System Research Laboratory <a href="https://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.tropopause.html">https://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.tropopause.html</a></td>
<td></td>
</tr>
<tr>
<td></td>
<td><a href="https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2/data_access/">https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2/data_access/</a></td>
<td></td>
</tr>
</tbody>
</table>
new result, shown by two studies, is that updated SAGE II and SBUV mixing ratio datasets suggest a decrease in the magnitude of the SOR in the tropical upper stratosphere relative to earlier assessments (from ~4% in the 2014 Assessment to ~1% here) (Maycock et al., 2016; Dhomse et al., 2016). The SAGE II v7.0 number density dataset is consistent with v6.2, but the mixing ratio dataset exhibits a smaller signal, largely due to the use of a different temperature re-analysis product to convert ozone number densities to mixing ratios. SBUV MOD VN8.6 also shows a smaller and less significant SOR in the tropical upper stratosphere than the SBUV Merged Cohesive VN8.5 and closely resembles the SAGE II v7.0 mixing ratio data. However, given known issues with reanalysis temperatures, the authors concluded that the use of number density is more robust for SOR analyses than converting to mixing ratio for data records for which number density is the native coordinate, in agreement with previous findings (Remsberg et al., 2014). One of the studies also showed that the SAGE–GOMOS merged number density datasets are consistent with the SOR in SAGE II alone while SAGE-OSIRIS is not (Maycock et al., 2016). It further notes that limb sampling is too sparse to extract sub-annual variations in the SOR but that the SBUV MOD VN8.6 dataset suggests substantial month-to-month variations, particularly in the winter extratropics.

The investigations of SSI data and their reproducibility by solar models is important for the simulation of solar cycle effects on both stratospheric ozone and surface climate (e.g. Ermolli et al., 2013, and Matthes et al., 2017). Two new studies find that at pressures <5 hPa, the ozone response to solar variability simulated using output from solar models, such as SATIRE-S and NRLSSI, as forcings in climate models is consistent with observations, while simulations using SORCE data are not (Figure 3-3; Dhomse et al., 2016; Ball et al., 2016). These studies support earlier evidence that SORCE measurements strongly overestimate solar cycle variability in the UV range. Large differences in the amplitude and spectral features of the most recent solar cycle (C24, which began in December 2008) from earlier periods, including a reduction in total solar irradiance amplitude of 35% from the previous cycle, are an area of active investigation.

Previous studies have reported a secondary maximum in the ozone response to the solar cycle in the tropical lower stratosphere (e.g., Soukharev and Hood, 2006; Gray et al., 2010). This lower stratospheric signal is generally attributed to a dynamical response to increased heating in the upper stratosphere during solar maxima, but it could be a result of aliasing in MLR analyses due to the presence of volcanic eruptions at solar maxima (Chiodo et al., 2014). However, further evidence for the dynamical response comes from the fact that the secondary peak has also been seen in IASI satellite data (2008–2013) using daily solar flux measurements in the regression analysis (Wespes et al., 2016).

### 3.2.1.2 Quasi-Biennial Oscillation (QBO)

The quasi-biennial oscillation (QBO) influences stratospheric ozone through its impact on dynamical and chemical processes. The QBO signal in tropical ozone consists of a primary maximum in amplitude at a pressure of ~7 hPa, a secondary maximum near 20–30 hPa, and a minimum near 15 hPa (e.g., Naoe et al., 2017). However, other modes of variability such as ENSO can also influence tropical stratospheric ozone (e.g., Oman et al., 2013; Section 3.2.1.3), and anomalies do not always show a direct correlation with the QBO phase (Nedoluha et al., 2015a). The QBO proxy in MLR analyses (Table 3-1) is often represented by the wind speeds measured at two different pressure levels by radiosonde soundings in Singapore (Baldwin, 2001) or, alternatively, by two orthogonal QBO time series derived from principal component analyses (Wallace et al., 1993; Randel and Wu, 1996).

The period since the last Assessment was marked by an unprecedented disruption of the QBO during the NH winter of 2015–2016 (Newman et al., 2016; Osprey et al., 2016; Dunkerton et al., 2016). Usually, alternating westerly and easterly zonal wind regimes propagate downward with time with a ~28-month period. In 2016, an anomalous upward displacement of the westerly phase occurred from ~30 hPa to 15 hPa, and easterly winds appeared at 40 hPa (see Figure 3-4). Such a disruption of the QBO has never before been observed in tropical wind measurements, which began in 1953. The first two empirical orthogonal functions (EOFs) of the QBO, which describe the primary modes of variability in tropical zonal winds, typically account for ~95% of the variance in these winds; in 2016, they explain only 71% of the variance (Tweedy et al., 2017).
The anomalous zonal wind pattern drove a decrease in tropical upwelling from 50 to 30 hPa, which was associated with a positive ozone anomaly, and increased upwelling at pressures >50 hPa, which was associated with a negative ozone anomaly (Figure 3-5) (Tweedy et al., 2017). In the extratropics, reduced downwelling balanced the decrease in tropical ascent from 50 to 30 hPa, resulting in a negative ozone anomaly. In fact, SBUV observations show near-record low levels of total ozone in the subtropics in August 2016 of both hemispheres (Tweedy et al., 2017). At nearly the same time as the QBO disruption, there was a very strong El Niño event and a very strong stratospheric polar vortex in early to mid-winter (Nedoluha et al., 2015; Cheung et al., 2016; Hu et al., 2016; Scaife et al., 2017), which may have also contributed to ozone variability. In fact, while ENSO and QBO are assumed to be orthogonal terms in MLR analyses, they are sometimes in phase for long periods of time, complicating attribution of ozone changes (e.g., Neu et al., 2014).

The occurrence of the 2016 QBO cycle, as well as other less pronounced anomalies in the magnitude and phase of the QBO in the past decade (Nedoluha et al., 2015), are possible indications of changes in the normal behavior of the processes that impact the global stratospheric ozone distribution and inter-annual variability. The causes of this anomalous behavior and its potential implications for the future evolution of ozone are still under investigation.

### 3.2.1.3 El Niño–Southern Oscillation (ENSO)

El Niño–Southern Oscillation (ENSO) affects tropical upwelling, which in turn leads to fluctuations in temperature and ozone in the tropical lower stratosphere (Bodeker et al., 1998; Randel et al., 2009; and references therein). ENSO is generally represented in MLR analyses either by the Niño 3.4 index or by the multivariate ENSO index (MEI) (Wolter, 2013), which is based on the first principle component of six atmospheric parameters (Table 3-1). In the tropical upper troposphere and lower stratosphere (UTLS), the ENSO coefficient is negative, with low ozone during El Niño years and high ozone during La Niña years; the opposite signal is seen in mid-latitudes (e.g., Neu et al., 2014; Oman et al., 2013; Olsen et al., 2016; Wespes et al., 2016). Regression of MLS satellite measurements suggests up to a ~20 ppb K⁻¹ response of ozone in the tropical lower stratosphere to changes...
in sea surface temperatures in the Niño 3.4 region (Oman et al., 2013). This likely represents a maximum value, as ENSO and the QBO were in phase throughout much of the analyzed period, making it impossible to separate their contributions to ozone variability through linear regression (Neu et al., 2014). The period since the last Assessment has seen not only the disruption of the QBO described in Section 3.2.1.2 but also the 2015 El Niño, which was the strongest on record since 1997 and the third strongest since 1950. The impact of this event on stratospheric ozone has not yet been assessed.

The lag between the ENSO signal in atmospheric composition and the ENSO index increases with height, and optimizing the lag has been shown to reduce trend uncertainty in the lower stratosphere (Sioris et al., 2014; Sofieva et al., 2017). One study, however, did not find that inclusion of the lag in an MLR model improved the fit to the 8-year long IASI ozone time series, perhaps due either to the brevity of the record or the broad vertical smoothing of IASI (Wespes et al. 2016). This second possibility is consistent with another analysis that found the ENSO contribution to ozone variability to be statistically insignificant in many geographical regions in low-vertical-resolution NDACC FTIR ground-based data (Vigouroux et al. 2015).

Figure 3-4. Monthly mean zonal wind $U$ (m s$^{-1}$) derived from Singapore radiosondes (1°N, 104°E) between 70 and 10 hPa for 1981 through July 2016. Easterlies are shown in cyan/blue, while westerlies are shown in green/brown. Contours are every 20 m s$^{-1}$, with easterlies dashed and westerlies solid, and a thick black line for zero wind. The red squares show the dates of the 40 hPa easterly-to-westerly transition, while the red stars show the dates of the 10 hPa westerly-to-easterly transition. From Newman et al. (2016).
Even in vertically resolved datasets, however, the ENSO impact on stratospheric ozone is regional. It changes sign between the eastern and western regions of the Pacific Ocean (Oman et al., 2013), and even in the extratropics there are large regions of both positive and negative coefficient estimates in total column ozone (Rieder et al., 2013; Frossard et al., 2013). Thus, the ENSO signal, while important for regional ozone variability, is typically small in zonal averaged ozone time series that are analyzed in this chapter (e.g., Sioris et al., 2014). LOTUS (2018) shows that inclusion of an unlagged ENSO proxy in MLR trend analyses of vertically resolved datasets changes trends by 1–2% decade$^{-1}$ and reduces trend uncertainties by 1% decade$^{-1}$.

Figure 3-5. Impact of the 2015–2016 QBO disruption on stratospheric variables. The rows show (top) the MERRA-2 zonal-mean zonal wind component (in m s$^{-1}$), (middle) deseasonalized MLS temperature anomalies (in %), and (bottom) ozone anomalies (in %) as a function of time and pressure (relative to the long-term monthly averages), averaged over 5°S–5°N. The left column shows the composite of the easterly-to-westerly shear transitions based on 4 shear transitions at 40 hPa. The right column shows the 2015–2016 QBO cycle, which includes the data from April 2014 to September 2016, with month 0 (vertical dashed lines) being May 2016. The thick black contours denote the zero wind shear. The horizontal dashed lines indicate the 40 hPa level. Adapted from Tweedy et al. (2017).
3.2.1.4 Effects of Stratospheric Aerosol Loading

Volcanic eruptions are a major source of sulfate aerosol in the stratosphere. In the absence of volcanic eruptions, the background stratospheric aerosol layer is attributed to sulfuric gas precursors such as carbonyl sulfide (OCS) and sulfur dioxide (SO2) that are emitted at the surface and lofted into the stratosphere by deep convection. See Box 3-1 for a general description of the origin of stratospheric aerosols and their impacts on ozone through radiative processes and heterogeneous chemistry (e.g., Kremser et al., 2016 and references therein). Aerosol surface area has tended to undergo significant variations on decadal timescales, with major eruptions in the 1970s (Fuego), 1980s (El Chichón), and 1990s (Mount Pinatubo). There is thus potential for significant aliasing between the solar cycle and aerosol terms in MLR analysis (Solomon, 1996).

Long-term observational records of stratospheric aerosol are very important for the interpretation of global temperature changes and ozone layer variability. Ground-based lidar observations provide stable, high-quality measurements of stratospheric aerosol. Satellite data are also a very important source of information because they provide the global distribution of aerosols, although the derived aerosol surface area from satellite extinction measurements is rather uncertain (Kremser et al., 2016). In situ stratospheric aerosol measurements from optical particle counters (OPCs) have been extensively used to validate satellite measurements from SAGE II and HALOE (e.g., SPARC, 2006). The discrepancies between aerosol properties inferred from in situ and SAGE II measurements during volcanically quiescent periods have been reduced recently due to improvements in both data records (Thomason et al., 2008; Kovilakam and Deshler, 2015).

One study presented a new combined data record from continuous stratospheric aerosol lidar observations spanning 1994–2015 at the French Haute-Provence Observatory (OHP; 44°N, 6°E) compared with satellite data from SAGE II, GOMOS, OSIRIS, CALIOP, and OMPS (Khaykin et al., 2017). Figure 3-6, modified from this study, shows the time series of monthly averaged stratospheric aerosol optical depth between 17- and 30-km altitude derived from OHP lidars and satellite datasets. Remarkable agreement is found between all datasets despite the large variety of measurement techniques. Merged datasets such as the Global Space-based Stratospheric Aerosol Climatology (described by Thomason et al., 2018), provide input to the construction of stratospheric aerosol forcing datasets for chemistry–climate model simulations. Gap-filling of the record after the 1991 Mount Pinatubo eruption, when the stratosphere was too optically opaque for SAGE II measurements, has typically been done with ground-based lidar data. A new study finds that using CLAES measurements from the UARS satellite instead of these ground-based lidar measurements leads to less aerosol loading in the tropical lower stratosphere and less ozone loss following the eruption, in better agreement with observations (Revell et al., 2017).

As discussed in Box 3-1, enhanced aerosol levels following major volcanic eruptions cause ozone changes via heterogeneous chemical processes on the particle surfaces and dynamical effects related to the radiative heating of the lower stratosphere (e.g., SPARC, 2006). Ensemble sensitivity simulations using a coupled atmosphere–ocean chemistry–climate model have been used to assess how these dynamical and chemical processes affect stratospheric ozone and NH polar vortex dynamics (Muthers et al., 2015). The study found that ozone is affected globally by a volcanic eruption for several years. At current ODS levels, the dominant ozone response is depletion linked to heterogeneous chemistry involving halogen compounds, with radiative and dynamical perturbations playing a less important role. However, a major volcanic eruption could directly inject volcanic HCl into the stratosphere, triggering substantial ozone loss even when ODS levels are significantly lower than today (Klobas et al., 2017).

As seen in Figure 3-6, there has been no volcanic eruption with Volcanic Explosivity Index (VEI) >5 since Mount Pinatubo (VEI 6), but some small eruptions occurred in the last decade. Studies have shown that smaller volcanic eruptions can inject aerosol into the stratosphere (e.g., Vernier et al., 2011). Therefore, it is thought that these eruptions may have impacted the ozone column at mid-latitudes over the past decade, as atmospheric chlorine levels have slowly decreased. The Calbuco volcano, which erupted in southern Chile on 22 April 2015, increased the stratospheric aerosol optical depth by a factor of 2, with an e-folding time of 90 days (Bègue et al., 2017).
Box 3-1. Origin of Stratospheric Aerosols at Mid-latitudes

C. Junge (Junge et al., 1961) discovered the presence of a layer of aqueous sulfuric acid aerosols in the stratosphere in the early 1960s. The composition of these aerosols is dominated by droplets of sulfuric acid/water ($\text{H}_2\text{SO}_4$–$\text{H}_2\text{O}$) solution, with smaller amounts of meteoritic and non-sulfate materials. The main precursors of sulfate aerosols are sulfur dioxide ($\text{SO}_2$) and carbonyl sulfide ($\text{OCS}$), which are transported to the stratosphere through dynamical transport mechanisms occurring mainly in the tropics. Volcanic eruptions can also directly inject $\text{SO}_2$ into the stratosphere. $\text{SO}_2$ and OCS are then oxidized to form $\text{H}_2\text{SO}_4$, which rapidly nucleates to form condensation nuclei. These nuclei grow into larger aerosol particles through condensation and coagulation mechanisms.

The key processes relating to the origin of stratospheric aerosols (adapted from Kremser et al., 2016) are given in Box 3-1 Figure 1:

Impact of Stratospheric Aerosols on Ozone

Stratospheric aerosols play a role on the stratospheric ozone budget through chemical, radiative, and dynamical processes:

- **Chemical processes**
  - Nitrogen oxides (e.g., $\text{N}_2\text{O}_5$) are converted to $\text{HNO}_3$ through heterogeneous chemical reaction at the surface of the particles. This slows down $\text{NO}_X$ catalytic cycles and enhances ozone in the middle stratosphere.
The Asian monsoon circulation has been highlighted recently as an important pathway for transport of aerosols into the stratosphere (e.g., Vernier et al., 2015, 2011). Both the Asian and North American summer monsoon circulations are accompanied by low temperatures in the lowermost stratosphere subtropics. Using a nudged chemistry–climate model, one study showed that significant heterogeneous chlorine activation on volcanic and non-volcanic particles could occur along the southeastern flank of the monsoon anticyclones (Solomon et al., 2016a). This conversion of HCl into reactive chlorine led to small modeled ozone decreases of 1.5–2.5% in the 16- to 18-km altitude range when averaged over 2009–2012 and 0°–30°N.

### 3.2.1.5 Other Dynamical Variations

The Brewer–Dobson circulation (BDC) is a residual meridional circulation driven largely by the deposition of momentum by planetary-scale waves. Changes in the BDC drive variations in ozone both through transport and chemistry. For example, variations in tropical upwelling have been shown to have a statistically significant impact on ozone in the mid-latitude lower stratosphere (Neu et al., 2014); Nedoluha et al. (2015) hypothesized that a significant decrease in tropical ozone from 2004 to 2013 seen near 10 hPa in measurements from MLS and other satellites (Kyrola et al., 2013; Gebhardt et al., 2014; Eckert et al., 2014), for which an increase in tropical upwelling was deemed an insufficient explanation (Eckert et al., 2014), could have instead resulted from chemical changes associated with a decrease in upwelling over the period (Aschmann et al., 2014). Using a 2-dimensional model, this study showed that such a decrease in upwelling would increase the residence time of N\textsubscript{2}O and therefore its conversion into NO\textsubscript{y}, which would in turn deplete ozone near the ozone maximum, where it is very sensitive to NO\textsubscript{y}.

Because year-to-year variations in the BDC can have such an important influence on ozone variability (e.g., Fusco and Salby, 1999; Newman et al., 2001; Dhomse et al., 2006), they are often taken into account in MLR analyses. However, variability in middle-stratospheric tropical upwelling associated with the QBO and ENSO can be as large as 40% (Flury et al., 2013; Neu et al., 2014; Minschwaner et al., 2016), making it unclear to what degree BDC proxies provide information independent of these terms in MLR analyses, particularly in the tropics. As discussed in Section 3.2.1, the LOTUS study found that inclusion of an eddy heat flux (EHF) proxy, which is a measure of the vertical group velocity of planetary-scale waves and is proportional to the vertical component of the BDC, has a negligible impact on ozone profile trends computed from zonal average ozone fields (LOTUS, 2018). However,
another study found that while the QBO dominates total column ozone (TCO) variability in the tropics, using a winter-mean EHF at 100 hPa as a proxy for the BDC accounts for most of the variability in TCO from 50 to 60° in both hemispheres, with an explained variance of up to 7 DU in the SBUV MOD v8.6 and GSG datasets and a 15–35% larger signal in SBUV MOD 8.0 (Chehade et al. 2014; see Appendix 3A for a description of these datasets). While studies that utilize a BDC proxy tend to focus on interannual changes in ozone and on the lower-stratospheric circulation, Ball et al. (2016) developed a new upper-branch Brewer–Dobson circulation (UBDC) index based on mid-latitude temperature variations near 5 hPa that reflect rapid changes in the upper branch of the BDC that occur on timescales of a month or less. They found that this index explains more of the variability in ozone at 2 hPa (up to 60%) than the QBO index and reduces uncertainties on the estimated trend in upper-stratospheric equatorial ozone by up to 20%.

Other dynamical terms in MLR analyses include tropopause pressure, which has been shown to be a strong predictor of short-term variability in Fourier transform infrared (FTIR) ground-based ozone records (Vigouroux et al., 2015), and the Arctic Oscillation (AO), North Atlantic Oscillation (NAO), and Antarctic Oscillation (AAO) indices. The AO and NAO are essentially different ways of describing NH high-latitude pressure gradients, which influence the zonality of the jet stream. The AAO is the SH counterpart of the AO (e.g., Weiss et al., 2001; Frossard et al., 2013; Rieder et al., 2013; and references therein). The NAO/AO and AAO contributions to zonally averaged ozone variations are generally small (Chehade et al., 2014; Wespes et al., 2016; LOTUS, 2018), but these oscillations explain much of the variability in ozone at individual ground stations (Petropavlovskikh et al., 2015; Vigouroux et al., 2015). This is likely due to the fact that there are large regions of both positive and negative coefficients for the NAO north of 40°N and for the AAO south of 50°S that are associated with the shift in the jet stream between positive and negative phases (Rieder et al., 2013; Frossard et al., 2013).

Figure 3-6. Time series of monthly mean stratospheric aerosol optical depth between 17- and 30-km altitude (sAOD$_{1730}$) from OHP lidars and monthly and zonal mean sAOD$_{1730}$ within 40–50°N from satellite sounders. From Khaykin et al. (2017).
3.2.1.6 ATtributing VARIABILITY in REgression ANALYSIS

In addition to there being covariances between the various proxies describing natural variability, these proxies are not fully orthogonal to the trend term and thereby influence trend estimates and their sensitivity. This long-recognized issue has been the subject of continued efforts in recent years to quantify trend sensitivity to the combination and description of natural proxies (de Laat et al., 2015; LOTUS, 2018). Figure 3-7 shows an example of an ozone time series, the proxies for natural variability used in the LOTUS analysis (scaled by their regression coefficients), and the ozone fit residuals resulting from subtraction of those proxy terms.

As discussed in Section 3.2.1.5, inclusion of the AO, AAO, NAO, or EHF proxies has a negligible impact on trends for most zonally averaged satellite profile datasets (LOTUS, 2018). Trend uncertainties are slightly affected by these terms but not to the extent that insignificant trends become significant, or vice versa. The use of solar, QBO, and ENSO proxies is well established. Their omission results in 1–2% decade$^{-1}$ changes in piecewise linear profile trends and a decrease in overall significance levels (LOTUS, 2018). The impact of the solar cycle term on upper-stratospheric trends diminishes to 0.5% decade$^{-1}$ for regression analyses of data extending past 2014. Furthermore, the choice of solar proxy is found to be not particularly important for time series of this length (LOTUS, 2018). Using a lag for the ENSO term (see Section 3.2.1.3) mainly affects trend uncertainties, not the trends, but no consistent picture emerges regarding the magnitude of the impact or the parts of the atmosphere for which a lag is important. Adding a third QBO EOF into the regression has negligible impacts on the trend and uncertainty results (LOTUS, 2018).

Including an aerosol proxy primarily affects trend results in the lower stratosphere. Some aerosol dependence is seen across datasets in the middle to upper stratosphere, and coherence of this dependence across datasets adds confidence that it is likely real (LOTUS, 2018). The proxy terms for El Chichón and Mount Pinatubo scale differently, and it is often necessary to separate them and use different time lags for each term. It is quite important to accurately represent the Pinatubo event, because it tends to have a large impact on the trend term, especially when using piecewise linear trends. In recent years, there have been numerous small volcanic eruptions (Solomon et al., 2016b; Section 3.2.1.4), and the aerosol proxy time series have not yet been extended to cover these events. A pragmatic approach used in LOTUS is to repeat the last month of the aerosol proxy time series (September 2012) to extend the record (LOTUS, 2018). This choice has a negligible effect on trend results since the aerosol regression term is primarily constrained by the period immediately following the Pinatubo eruption rather than by aerosol loading during the last five years (Figure 3-7).

3.2.2 Trend Models

The proxies discussed in Section 3.2.1 describe periodic or transient variations in ozone in Equation (1), with the longer-term evolution characterized by the Trend term in Equation (1). Trends are often modeled as two linear terms that are either connected (piecewise linear trend, PLT) or disconnected (independent linear trend, ILT). Alternatively, an additional proxy function (e.g., equivalent effective stratospheric chlorine, EESC) can be used to attribute long-term changes in ozone to a particular process, such as changes in ODSs.

Both PLT and ILT trend estimates are sensitive to the start- and endpoints of the time series, but this sensitivity decreases as the length of the time series increases. For stratospheric ozone trends, the advantages of ILT over PLT are that outliers in the mid 1990s affect only one trend, not both, and that no linear model is forced during the turnaround period, when the time series behaves nonlinearly. The inflection time in the PLT model is generally fixed to ~1997 (Harris et al., 2008; Kyrölä et al., 2013; Chehade et al., 2014; Damadeo et al., 2014), coinciding with the turnaround in ODS concentrations (see Chapter 1). Changing this inflection point impacts PLT trends in the upper stratosphere; for datasets that end in 2016, PLT trends systematically increase by up to 0.3% decade$^{-1}$ (at mid-latitudes) for every forward shift in inflection time of one year. Changing the start year for recovery in the ILT analyses from 1997 to 2000 leads to a change in the trends of up to 1–1.5% decade$^{-1}$ (Figure 3-8; LOTUS, 2018). Hence, trends calculated over different time periods are not directly comparable, and the level of disagreement depends on the trend model and the dataset (LOTUS, 2018).
Figure 3-7. Terms in the regression of monthly deseasonalized ozone anomalies from SAGE-CCI-OMPS at 42 km in the 35°–60°N zonal band. The top panel shows observed monthly mean anomalies (in %; gray line) relative to the annual cycle of ozone. The black line is the result of the regression model including the independent linear trends (ILTs; thick blue lines). The light blue line shows the sum of the terms of the regression model without the ILTs included. The middle panel shows the residual in the observed ozone when the long-term trend and regressed natural variations are subtracted. The bottom panel shows the relative contributions of (from top to bottom) the solar flux, QBO, ENSO, and aerosols to the reconstructed time series (light blue line) in the top panel. The same vertical scale is used for all time series. Dashed lines fall outside the period used by the MLR. Observations and regression model are those used by LOTUS (2018).

This issue should not be overlooked when comparing trends and their significance from different analyses.

Long-term changes in ozone can also be represented as a nonlinear process; e.g., proportional to a measure of total stratospheric halogen loading such as an EESC proxy. EESC is calculated from emission rates of chlorofluorocarbons and related halogenated compounds, given their individual Ozone Depletion Potentials (ODPs) and certain assumptions regarding transport...
times into the stratosphere. EESC-derived trends are primarily used for attribution studies. They are not well suited to detection of recent trends because the model uses a single fit coefficient, which is primarily constrained by the early period of large EESC increases and ozone depletion rates. The small ozone changes observed in recent years are poorly described by the modest post-turnaround decline in EESC (Damadeo et al., and 2014; Frith et al., 2017). In fact, the strong anti-correlation between EESC and ozone in the early period can force an erroneous, statistically significant positive trend in the latter period, even through synthetic time series in which EESC does not decrease (Kuttippurath et al., 2015). Models with two orthogonal EESC terms avoid such trend bias by effectively leaving the turnaround time and ozone depletion/recovery rate as free parameters (Damadeo et al., 2014, 2018), but this renders attribution of trends to changes in ODSs less straightforward. Adaptive techniques, such as dynamic linear regression models (DLMs; Laine et al., 2014, and Ball et al., 2017) and ensemble empirical mode decomposition (EEMD) methods

Figure 3-8. Sensitivity of ozone profile trend estimates to the modeling of the trend in the regression (independent, piecewise, or EESC) and its starting point. Results are shown for GOZCARDS v2.20 (top row) and SBUV MOD v8.6 (bottom row) at mid-northern latitudes for the past two decades. Trends in the upper stratosphere vary by 1–2 % decade⁻¹ depending on the trend model and regression period. Adapted from LOTUS (2018).
(Bai et al., 2017), do not rely on a priori information for the long-term behavior of ozone. Trends are allowed to evolve over time, more accurately reflecting observed changes, especially when compared to single EESC models (Bai et al., 2017). The diagnosed difference of several percent per decade between PLT and DLM trends is not significant. However, uncertainties of DLM trends are generally larger, such that they are more likely to be insignificant than PLT trends. Tests on synthetic data hint that the DLM method provides more accurate errors (Ball et al., 2017).

Artifacts in the time series—such as sudden changes in the mean value or noise level, or more gradual changes due to drifting satellite orbits or instrument performance (e.g., Weatherhead et al., 2017)—are usually not modeled in a regression. Some artifacts are large and contribute considerably to the random component of the trend uncertainty budget, while others contribute to the systematic error. Accurate estimates of the latter remain challenging for a number of reasons, despite considerable progress in recent years, particularly in analysis of data from the middle and upper stratosphere (Section 3.1.4).

Random errors derived from regression residuals are typically in the range of 0.5–1% decade⁻¹ (1σ). Discrepancies in trends for individual merged data records are estimated to range from 1.1 to 3.2% decade⁻¹ (1σ). Uncertainties in the regression analysis contribute 0.5–1% decade⁻¹, and uncertainty in the long-term stability of satellite profile data records is currently thought to be about 1–3% decade⁻¹ (LOTUS, 2018). Averaging different trend results reduces some of the biases, assuming they are uncorrelated between the data analyses, but the assumptions going into the combination of trends derived from individual data records can play a considerable role in quantifying uncertainties in long-term changes (Harris et al., 2015; Steinbrecht et al., 2017; and LOTUS, 2018). This is further discussed in Section 3.3.2.

### 3.3 Past Ozone in Observations

#### 3.3.1 Changes in Total Column Ozone

The time series for (near) global mean, mid-latitude, and tropical total column ozone are shown in Figure 3-9 (Weber et al., 2018).

#### 3.3.1.1 Interannual Variations

As discussed in Section 3.2.1, a large fraction of the total ozone variability is related to natural processes. The impact of these processes on the ozone layer depends on season and latitude. To illustrate this, Figure 3-10 shows a time–latitude cross section of total ozone deviations from the 1964–1980 annual cycle, clearly showing a large degree of interannual variability. However, the ozone deviations in the extratropics are mostly negative (relative to pre-1980 levels) after the mid-1980s, indicating an overall decrease in ozone.

Polar ozone depletion contributes to these negative anomalies as ozone-depleted polar air moves into lower latitudes. Strong negative anomalies at SH high latitudes in late 2015 to early 2016 reflect a large Antarctic ozone hole, whose extent was close to the all-time record. Record low temperatures likewise occurred in the Arctic stratosphere in late 2015 to early 2016 (see Chapter 4). In the Arctic, however, one study estimates that polar ozone depletion is responsible for only about one-third of the variability in NH mid-latitude ozone in spring, with dynamically driven differences in ozone transport between warm and cold winters responsible for the other two-thirds (Strahan et al., 2016).

The 2015–2016 boreal winter was also characterized by an unprecedented disruption in the downward propagation of the QBO westerly phase (Newman et al., 2016; see Section 3.2.1.2). The associated decrease in tropical upwelling led to a positive perturbation in tropical total ozone, while weaker extratropical downwelling decreased extratropical total ozone from April to September 2016 (Tweedy et al., 2017; and Weber et al., 2017).

#### 3.3.1.2 Total Ozone Trends

The total ozone trend estimates presented below are based on the ILT approach (Weber et al., 2018). The regression model (see Section 3.2.1) also includes seasonal, QBO, solar, and ENSO terms using the proxy data sources described in Table 3-1.

The five bias-corrected merged time series (Appendix 3A) for the tropical (20°S–20°N) and mid-latitude (35–60°S and N) zonal bands, along with ILT trend fits to the time series, are shown in Figure 3-11. Prior to 1997, total ozone trends over the mid-latitudes of both
hemispheres were about \(-3\% \pm 1.5\% (2\sigma) \text{ decade}^{-1}\). The 35°–60°S and 35°–60°N trends for 1997–2016 are about +0.6% decade\(^{-1}\) and +0.2% decade\(^{-1}\), respectively, based on the average of trend estimates for five datasets. The total column ozone trends are not statistically significant except for the GSG and GTO datasets (Appendix 3A) in the SH, which show a +0.7% \pm 0.7% decade\(^{-1}\) increase that just reaches the 2\sigma uncertainty level. Given the large (~5%) year-to-year variability in mid-latitude total column ozone, the observed trends for 1997–2016 are consistent with the expected trends from EESC changes, which are about +1% decade\(^{-1}\). Note that the two independent linear fits are almost joined together in the SH but not in the NH. The tropical belt trends are nearly zero.

Total ozone trends for the same five datasets are shown as a function of latitude for 5-degree latitude bins in Figure 3-12. The latitudinal dependence of the pre-1997 decrease was discussed in previous Assessments. The trend is nearly zero at the equator and becomes negative and statistically significant toward the poles. The trends over middle and high latitudes are about \(-3\) to \(-6\% \text{ decade}^{-1}\), or about \(-5.5\) to \(-11\%) over the entire 1979–1996 period. The trends over the 1997–2016 period, on the other hand, do not show any clear latitudinal dependence. They are close to zero over the equator and NH middle and high latitudes (35°–60°N). Positive values of up to 0.8% decade\(^{-1}\) are seen over the 30°–60°S latitude band, though they are not statistically significant. The trend at 20°N is positive and statistically significant in some datasets. An increase at that latitude can also been seen in Figure 3-10, where ozone values in the mid-1990s are noticeably lower than in recent years.

As discussed in Section 3.2.2, a common approach to estimating total ozone trends is to fit the ozone time...
Figure 3-10. Latitude–time cross section of deviations (%) of total ozone from the long-term (1964–1980) mean, estimated from the five datasets shown in Figure 3-9. Measurements from 1964–1970 are from the WOUDC ground-based dataset. Zonal averages were calculated for each dataset for each month of the year using data averaged over the years 1997-2016, when data from all five data sets are available. These monthly zonal averages for each dataset were subtracted from the original data, yielding monthly deviations (in percent) for the entirety of each data record. The deviations then were averaged over all of the datasets for each zonal band to form a single set of monthly zonal deviations. Finally, baseline monthly mean, zonal mean deviations were calculated from the 1964-1980 average, and differences from these baseline deviations were plotted.

series using EESC. This approach works particularly well for ozone data integrated over the globe (with or without the polar regions), because dynamical fluctuations are largely reduced by the global integration. Figure 3-13 shows global ozone with seasonal, QBO, solar, and volcanic effects removed and the best fit for the EESC curve overlaid, providing a picture of the extent of “unexplained” ozone variability (updated from WMO, 2011). While this method does not estimate the rates of ozone change prior to and after the turning point separately, it is useful as an illustration because it indicates the overall agreement of ozone and ODS changes.

One study used a different technique, called a four-step adaptive ozone trend estimation scheme, to isolate the long-term zonal ozone variability related to anthropogenic forcing (Bai et al, 2017). The technique does not require any a priori assumptions about the shape of the ozone trend. With this technique, the turning point of the ozone change was determined to occur in the year 2000; i.e., later than the maximum of stratospheric ODSs and also later than the turning point typically used in ILT analyses. Otherwise, the study’s conclusions were similar to those from conventional methods. It finds that the rate of ozone change is positive after 2000 but that the record is still too short to identify a significant trend.

The datasets discussed above are based on measurements in the UV or visible parts of the spectrum. Fourier transform infrared (FTIR) measurements of the solar spectrum can also provide total ozone columns. The records of ground-based FTIR measurements are now long enough to examine the trends. Data from eight FTIR sites with records starting from
Figure 3-11. Annual mean total ozone time series of five bias-corrected, merged datasets in the 35°–60°S, 35°–60°N and 20°S–20°N latitude bands. The thick orange lines are the result from applying a multiple linear regression (MLR) model. The solid black lines indicate the linear trends before and after the ODS peak in 1997, respectively. The shaded areas show the 2σ uncertainty of the MLR trend estimates. Adapted from Weber et al. (2018).

Figure 3-12. Total ozone linear trend in % decade\(^{-1}\) as a function of latitude for 1979–1996 (bluish colors) and 1997–2016 (reddish colors) estimated for NASA MOD, NOAA SBUV, GTO, GSC, and WOUDC datasets. The thick blue line with blue 2σ error bars and the thick red line with red 2σ error bars represent a weighted mean trend from the five (or three before 1996) datasets for 1979–1996 and 1997–2016, respectively. The weights are the inverses of the trend uncertainties from the individual datasets. Trends estimated using the individual datasets are shown by the thin lines as indicated. The 1979–1996 trends are not shown, as the GSG and GTO are available only after 1995. The uncertainty of the mean trend is the weighted standard deviation resulting from the averaging. However, the uncertainties are sometimes very small, as all datasets agree at some latitudes very well. Therefore, the larger value of the weighted standard deviation and the mean of the individual uncertainties is plotted (in most cases, it is the latter). Adapted from Weber et al. (2018).
around 1995 have been found to be consistent with UV/VIS measurements (Vigouroux et al., 2015). The total ozone trends over middle and low latitudes are small and not significant for all stations except for Wollongong, located at 34°S, where the 1996–2012 trend was 1.9% ± 1.1% decade⁻¹.

Total ozone changes during the solstice seasons for 35°–60°S and 35°–60°N for the period 1970–2016 are shown in Figure 3-14. The ozone variability over mid-latitudes is highest during winter and is much lower during summer, though the winter and summer deviations are highly correlated. The long-term ozone decline in the Northern Hemisphere shows a seasonal dependence, with the average winter and spring 1997–2016 deviations from pre-1980 levels of 3–4% and summer and autumn deviations of ~2–2.5%. In contrast, there is no seasonal difference in the ozone decline in the Southern Hemisphere. The average 1997–2016 values are about 6% lower than the pre-1980 level for all seasons. In the Northern Hemisphere, large winter–spring ozone deviations such as those seen in 1993 and 1995 (points a and b in Figure 3-14) which were related to the Mount Pinatubo eruption, have not occurred recently. Summer deviations in 2011 and 2016 (points c and d in Figure 3-14) however, are among the largest in the record and comparable to those that occurred in 1993 and 1995. The large Arctic ozone depletion events in 2011 and 2016, as well as the QBO disruption in 2015 (Section 3.2.1.2) and the large 2015 ENSO event (Section 3.2.1.3) may have contributed to these large deviations. However, it is difficult to quantify these effects. Unlike in the Northern Hemisphere, summertime ozone values in the Southern Hemisphere are affected by the ozone hole and dilution of polar ozone to mid-latitudes (e.g., Fioletov and Shepherd, 2003).

Long-term total ozone variations and trends are generally determined from zonal or global averages, but zonal asymmetries do exist. One study investigated the ENSO impact on the detectability of regional trends in total ozone (Coldewey-Egbers et al., 2014). Both it and another study (Knibbe et al., 2014) that used a different dataset (van der A et al., 2010, 2015) found that the effect of ENSO on total ozone is primarily seen over the Pacific. The contributions from most other factors showed little longitudinal dependence.

In summary, the main results of this Assessment related to total column ozone are similar to those from the 2014 Assessment (WMO, 2014): column ozone remains below pre-1980 levels by 2–3% over NH mid-latitudes (35°–60°N) and by 5–6% over SH mid-latitudes (35°–60°S), with no major changes over the tropical region (20°S–20°N). Despite the fact that it has been nearly 20 years since the ODS turning point in 1997, we still do not see a statistically significant positive total ozone trend over the NH mid-latitudes. The trend is only +0.2% decade⁻¹, which is consistent with expectations given the slow rate of ODS decline and large interannual variability. The trend over the
SH mid-latitudes is about +0.7% decade$^{-1}$, which is just above the 2σ uncertainty level.

### 3.3.2 Trends in Ozone Profiles

#### 3.3.2.1 Time Series

Figures 3-15 and 3-16 show time series of annual mean ozone concentration anomalies at four pressure levels from 70 to 2 hPa from various ground-based and satellite-based measurements records (Appendix 3A), averaged over four latitude bands (LOTUS, 2018). Chemistry–climate model simulations from CCMI-1 are also shown. Ozone anomalies are relative to the 1998 to 2008 climatology of each individual dataset. Figures 3-15 and 3-16 show overall consistency among observations and between observations and models at the various pressure levels and latitude bands. The relatively narrow model ranges, as compared to the interannual variability of the observations, can be explained to some extent by the lack of volcanic perturbations in some of the CCMI-1 simulations, as well as by a 3-year smoothing applied to the model output. The larger variability of ground-based
observations relative to the satellite measurements is expected, given the small number of measurement stations providing long-term ozone measurements. As in the last Assessment, all datasets show an ozone decline up to the late 1990s, with a leveling off since then. At 2 hPa, most records indicate a slight increase of ozone over the 2000–2016 period that is most pronounced in the Northern Hemisphere. In the CCMI-1 simulations, the ozone decline before 2000 is linked to increasing ODS levels. After 2000, the ozone increase due to ODS decline is enhanced by upper-stratospheric cooling associated with increases in GHGs (e.g., Randel et al., 2016) (Section 3.3.3). At pressures greater than 10 hPa, no increase in ozone is seen in the observational records, in broad agreement with the range of model simulations at these pressure levels.

Figure 3-15. Evolution of annual mean deseasonalized ozone anomalies at the 2-hPa/42-km (left column) and 10-hPa/31-km (right column) levels. Satellite data and measurements from ground-based stations are averaged over four different latitude bands. Gray shadings correspond to the 10th–90th percentiles of the CCMI-1 model results. The model mean and median are also plotted, together with the ±2σ range of the models (gray lines). All anomalies are calculated relative to the base period 1998–2008; CCMI-1 model data are shown as 3-year weighted running means with a double weight for the central year (i.e., 1-2-1 weighting). Adapted from LOTUS (2018).
3.3.2.2 Ozone Trends 2000–2016

The last Assessment examined ozone profile trends for both the period of ODS increases, up to about 1997, and after the turnaround in ODS concentrations. For the first part of the record, it confirmed the large negative trends of about $-6$ to $-8\%$ decade$^{-1}$ in the upper stratosphere (around 2 hPa or 35–45 km altitude) that had been found in previous Assessments. For the period after the ODS peak, it reported a significant increase in ozone of 2.5–5% at around the same altitudes in the mid-latitudes and in the tropics. These findings were in agreement with CCMVal-2 model simulations, which attributed about half of this upper-stratospheric ozone increase to declining ODSs. The other half was attributed to increasing GHGs, which cool the upper stratosphere and reduce catalytic ozone loss rates.

Shortly after the release of the 2014 Assessment, several papers that reassessed ozone trends were published as part of the SPARC/IO3C/IGACO-O3/NDACC (SI2N) initiative. The most prominent study re-evaluated long-term ozone profile trends from ground-based, single-satellite and merged satellite ozone records over the period 1979–2012 (Harris et al., 2015). Trends obtained before the ODS peak

Figure 3.16. Same as Figure 3.15 but for levels 20 hPa/26 km (left) and 70 hPa/19 km (right). Adapted from LOTUS (2018).
were found to be similar to those reported previously, including in the 2014 Assessment. For the period after the peak in ODS concentrations, positive trends of ~2% decade\(^{-1}\) in mid-latitudes and ~3% decade\(^{-1}\) in the tropics were found in the upper stratosphere. However, several methods were used to investigate the significance of the increasing trends and in all cases they were found to be insignificant throughout the stratosphere. One method, similar to that used in the previous Assessment, estimated the uncertainty of average trends from the weighted mean of the individual variances but added an extra term for measurement drift, which was found to be ±3–5% decade\(^{-1}\) in the 20–40 km altitude range and larger elsewhere (Hubert et al., 2016). A second method used the joint distribution of the individual variances around the arithmetic mean of the estimators (SPARC 2013). The main conclusion of the Harris et al. (2015) study was that the analyses included in the 2014 Assessment had underestimated the uncertainties in the combined ozone records and that, given these uncertainties, it was too early to detect a significant trend given the length of the “recovery” period (1997–2012).

The differences in the conclusions regarding the significance of increasing ozone trends between the 2014 Assessment and Harris et al. (2015) were revisited under the LOTUS initiative (LOTUS, 2018). In parallel, one study using both newly released merged satellite records and ground-based datasets (Steinbrecht et al., 2017) and another using just satellite records (Sofieva et al., 2017) re-evaluated ozone profile trends using multi-linear regression analyses. Both studies found significant ozone increases in the upper stratosphere of about 2–2.5% decade\(^{-1}\) in the mid-latitudes of both hemispheres. Other recent analyses using ground-based datasets have also reported significant positive trends of ozone in the upper stratosphere (e.g., Moreira et al., 2015; Nair et al., 2015; Vigouroux et al., 2015).

However, at least in the case of SBUV long-term observations, inclusion of uncertainties in the calibration and drift of individual instruments in ozone profile merged datasets can result in relatively large errors in ozone trend results. When Monte Carlo simulations are used to estimate uncertainties in ozone trends based on the SBUV MOD merged dataset over the period 2000–2015, the significant ozone trends derived over the 1.6–1.0 hPa range from standard multi-linear regression analyses become insignificant at the 2σ level (Frith et al., 2017).

Altitude–latitude cross sections of ozone trends derived from the merged satellite ozone datasets considered in the LOTUS initiative are shown in Figures 3-17 and 3-18 for the periods 1985–1997 and 2000–2016, respectively. Trends were determined using the ILT regression model (Section 3.2.2). In Figure 3-17, the negative trends obtained in the upper stratosphere (e.g., above 35 km) are consistent in magnitude with previous studies. These trends range from −4 to −9% decade\(^{-1}\), depending on the satellite record, with larger negative trends in the Southern Hemisphere in some cases. For the 2000–2016 period (Figure 3-18), most records show significant positive ozone trends in the upper stratosphere, consistent with the recent studies discussed above. These positive trends are largest in the mid-latitudes of both hemispheres and range from 2 to 4% decade\(^{-1}\). Both SBUV merged records also show significant positive trends in the tropical upper stratosphere, although the significance is likely overestimated due to omission of the merging uncertainties of the SBUV datasets (Section 3.1.4; Frith et al., 2017). Some significant negative trends are found in the tropical middle to lower stratosphere; these are seen primarily in the SBUV and SWOOSH records (LOTUS, 2018). While merging uncertainties were not available for all datasets and thus not explicitly considered within LOTUS, they are to some extent taken into account in that the final trend uncertainty (Section 3.3.2.3) was derived from the trend ensemble using the noise in the regression residuals and the spread in the derived trends.

3.3.2.3 Trend Profiles

Figure 3-19 shows individual trend profiles derived from the various data records used in LOTUS (2018) in four broad latitude bands. The pre-1997 trends are very similar across the datasets, within the uncertainties of the measurements; the exceptions are both SBUV merged records, which show large differences from the other datasets in some regions due to larger merging uncertainty in the mid 1990s (LOTUS, 2018). In the post-2000 period, all individual merged records show significant trends, ranging from 2 to 5% decade\(^{-1}\), in the 5–2 hPa pressure range for 35°–60°N. Smaller positive trends are found in the other latitude bands, and some trend values are not significant,
especially in the tropics. In the middle and lower stratosphere, trends are generally not significantly different from zero. This includes the NH mid-latitudes, where most records show negative but not significant trends below 70 hPa.

To facilitate comparison with model simulations, it is useful to calculate an average ozone trend profile from the individual trends derived from each observational record. However, the use of different averaging techniques and different approaches to the calculation of average trend uncertainties can result in contradicting statements regarding the significance of ozone recovery in the stratosphere (Figure 3-20). Various techniques have been used to merge the uncertainties in the past (e.g., Harris et al., 2015; Steinbrecht et al., 2017); LOTUS (2018) introduced a new, more statistically robust method. This method includes both simple error propagation, which captures uncertainties introduced by the data and the analyses, and the standard error of the mean, which captures systematic uncertainties such as those introduced by drifts between datasets. Another important parameter that impacts the uncertainty of combined trends is the estimated number of independent datasets. In LOTUS (2018), this number is determined from the correlation of the fit residuals from the trend simulations; it

Figure 3-17. Ozone trends for the period 1985–1997 estimated from six satellite data records using the independent linear trend (ILT) model. Gray stippling denotes results that are not significant at the 2σ level. Data are presented on the latitudinal grid and vertical coordinates associated with each dataset. Adapted from LOTUS (2018).
Figure 3-18. Ozone trends for the period 2000–2016 estimated from six satellite data records using the independent linear trend (ILT) model. Gray stippling denotes results that are not significant at the 2σ level. Data are presented on the latitudinal grid and vertical coordinates associated with each dataset. Adapted from LOTUS (2018).

has been more subjectively determined in previous studies (Steinbrecht et al., 2017). The combined trends from the merged satellite datasets used in the LOTUS (2018) study are shown in Figure 3-21 and compared to the results from the last Ozone Assessment, as well as from the two major studies on ozone profile trends published since then (Harris et al., 2015; Steinbrecht et al., 2017). A significant ozone increase is found in the NH mid-latitude upper stratosphere regardless of the method used. In the tropics and SH mid-latitude upper stratosphere, however, trends are smaller, and their degree of significance depends on the method used to evaluate combined uncertainties.

3.3.2.4 Consistency of Total Column Trends and Integrated Profile Trends

As shown in Figure 3-12, total ozone trends for the 1997–2016 period are close to zero over all latitudes, with small positive but not statistically significant values at middle and high latitudes. Despite the small magnitude of these trends, the time series of global mean total ozone is, in fact, consistent with changes in EESC resulting from ODS changes (Figure 3-13).

However, ozone profile trends (Section 3.3.2) show a significant increase in ozone mixing ratios in the upper stratosphere; this is also thought to be due
to the decline in ODSs, with enhancement of upper-stratospheric cooling associated with increases in GHGs (Section 3.3.3). Though the contribution of the upper stratosphere to column ozone changes is small, it is necessary to understand the consistency or lack thereof among ozone trends in the upper, middle, and lower stratosphere and their relationship to total column changes.

There is recent evidence for a continuous decline in lower-stratospheric ozone, based on merged SWOOSH-GOZCARDS-SAGE II-CCI-OMPS and SAGE II-OSIRIS-OMPS data (Ball et al., 2018). Partial column ozone anomalies (60°S–60°N) were calculated for three layers: the upper stratosphere (10–1 hPa), the middle stratosphere (32–10 hPa), and the lower stratosphere (100–32 hPa). The study found that for the 1998–2016 period, there was a highly probable recovery in the upper stratosphere, a relatively flat trend in the middle stratosphere, and a continuous decrease in ozone in the lower stratosphere. Similar observational results showing a decline in lower-stratospheric ozone have also been noted by others (e.g., Bourassa et al., 2014, 2018; Steinbrecht et al., 2017; Sofieva et al., 2017) and can be seen in Figures 3-18 and 3-19 of this report. These figures show that the decline is largest and most consistent across datasets in the tropics. Several studies have addressed attribution of ozone trends in the tropical lower stratosphere (see Section 3.3.3.2).

Ball et al. (2017) also found that stratospheric column ozone, which is dominated by lower-stratospheric ozone, decreased from 1998 to 2016. Using the OMI/MLS tropospheric ozone residual column (Ziemke et al., 2006), the study suggests that the total column change is near zero because of increases in tropospheric ozone that compensate for the decline in the stratosphere.

Though there does appear to be evidence from merged satellite datasets for a decrease in lower-stratospheric
ozone over the 1998–2016 period, it is not easy to assert the statistical significance of the trends because the uncertainties are very large there, as seen in Figure 3-19. In particular, the lower stratosphere is one of the most difficult regions for obtaining accurate satellite observations because of steep vertical gradients in various atmospheric parameters around the tropopause. Natural variability is also large in the lower stratosphere. In fact, in a 9-member ensemble of a free-running CCM, 1998–2016 trends in the lower stratosphere varied from −6% decade$^{-1}$ to +6% decade$^{-1}$ among the ensemble members (Stone et al., 2018). Furthermore, a recent study showed that lower-stratospheric ozone and the total ozone column both increased sharply from 2016 to 2017, reversing much of the apparent decline in recent years (Chipperfield et al., 2018). Using a chemistry-transport model, that study concluded that the observed changes in lower-stratospheric ozone have been dominated by dynamically driven variability and that there is no need to invoke the VSLS-driven ozone loss suggested by Ball et al. (2018) to explain them. Enhanced isentropic transport between the tropical and extratropical lower stratosphere from 1998 to 2016, particularly in the NH mid-latitudes, has been proposed as a mechanism for this dynamically driven decrease in ozone in the lower stratosphere (Wargan et al., 2018).

The tropospheric ozone trend and its role in total column changes require further investigation. OMI/MLS

**Figure 3-20.** Combined trends of six satellite data records with 2σ uncertainties for the pre-1997 period (top row) and the post-2000 period (bottom row) from the LOTUS analysis for three latitude bands 35°–60°S (left column), 20°S–20°N (center column) and 35°–60°N (right column). Central trend estimates are identical for all methods (black lines). Green lines represent uncertainties calculated using the LOTUS method (Equation 5.1 in LOTUS, 2018); Blue lines represent the method of Steinbrecht et al. (2017) with the number of independent datasets estimated as 2 for pre-1997 and 3 for post-2000 trends; and red lines represent the J-distribution method used by Harris et al. (2015). Results shown here for the latter two methods were obtained using formulae that were modified to use an unbiased estimator of sample variance. Adapted from LOTUS (2018).
Figure 3-21. Ozone profile trends from WMO (2014), Harris et al. (2015), Steinbrecht et al. (2017), and LOTUS (2018) are shown in red, orange, blue, and black, respectively. The top row shows trends before the turnaround of ODSs; the bottom row shows trends since the turnaround. Shaded areas and error bars represent the 95% confidence interval for the combined trend. Colored profiles are slightly offset on the vertical axis for display purposes. Steinbrecht et al. (2017) did not report or discuss pre-1997 trends but did calculate them and made them available for comparison here. Adapted from LOTUS (2018).

<table>
<thead>
<tr>
<th>Study</th>
<th>Pre-turnaround</th>
<th>Post-turnaround</th>
</tr>
</thead>
</table>

3.3.3 Impacts of Changes in Ozone-Depleting Substances and Greenhouse Gases on Ozone Trends

A comprehensive interpretation of observational records must be supported by chemistry–climate or chemistry-transport modeling. CCMI-1 modeled ozone profile trends are in excellent agreement with the observed trends (Section 3.3.2.3), except in the

...
SH lowermost stratosphere during the period of ozone depletion (Figure 3-23). Idealized scenarios run by a subset of these models allow the attribution of ODS and GHG effects on ozone changes.

The evolution of stratospheric ozone in a changing climate depends on (in addition to ODS change): cooling of the stratosphere due to increases in GHGs; changes in transport (Brewer–Dobson circulation); and changes in ozone chemistry (N$_2$O/NO$_x$ and CH$_4$/HO$_x$).

While past changes in stratospheric ozone were primarily due to anthropogenic emissions of ozone-depleting substances (ODSs), the evolution of stratospheric ozone in the 21st century will be controlled not only by the decline in ODSs but also, to a large extent, by the increase in greenhouse gases (GHGs) such as CO$_2$, CH$_4$, and N$_2$O. This section updates the attribution of past changes in ozone to changes in ODSs and GHGs, separated for the periods 1979–1996 and 2000–2016. This attribution is based on a multi-model analysis of simulations from CCMI-1 (Figure 3-24).

Figure 3-24 provides an update of the attribution of ozone trends due to ODS and GHG changes, based on output from the seven CCMI-1 models that performed all of the required simulations. In addition to the standard (REF-C2) model simulations including all forcings (ODSs and GHGs), a set of sensitivity simulations was run with either changes in ODSs only (i.e., with fixed GHGs) or with changes in GHGs only (i.e., with fixed ODSs). In the REF-C2 simulations, ODS and GHG concentrations follow the RCP-6.0 scenario, consistent with observed concentrations before 2005. Sea surface temperatures were either prescribed from an offline model simulation, which was performed using either the same model or a different model, or they were internally calculated via a coupled ocean model (Morgenstern et al., 2017). Trends were calculated as independent linear trends (ILT$_t$s) consistent with observed trends, using proxies derived from the variability in each model for QBO, ENSO, solar cycle, and aerosol optical depth.

In line with previous results, this analysis shows that negative ozone trends over the period 1979–1996 are primarily due to the increase in ODS concentrations. Model simulations with fixed ODSs exhibit small, statistically insignificant trends, except in the tropical lower stratosphere. In this region, the simulations indicate that the 1979–1996 ozone decrease may mostly

---

**Figure 3-22.** Time series of the tropospheric ozone burden, calculated from measured tropospheric ozone columns for seven satellite records. All instruments are nadir-viewing and have differing vertical sensitivities. The black line is the OMI/MLS tropospheric ozone residual product; the dark red and orange lines are IASI retrievals using the Fast Optimal Retrievals on Layers (FORLI) and SOftware for a Fast Retrieval (SOFRID) algorithms; respectively; the blue line is the OMI optimal estimation retrieval from Rutherford Appleton Laboratories (RAL); and the gold line is a combined GOME and OMI time series from Smithsonian Astrophysical Observatory. The green and purple lines are standard products from SCIAMACHY and TES, respectively. See Gaudel et al. (2018) and references therein. Adapted from Gaudel et al. (2018).
Figure 3-23. Measured and modeled ozone trends for the NH mid-latitudes (top row), tropics (middle row), and SH mid-latitudes (bottom row) for the pre-1997 (left column) and post-2000 (right column) periods. The black line is the combined satellite-based ozone trend from LOTUS, with 2σ uncertainties, the blue line is the median model, and the gray line is the multi-model mean. The gray envelope shows the 2σ variance of the models. CCMI-1 REF-C2 simulations are shown.

Figure 3-24. Attribution of stratospheric ozone profile trends for 1979–1996 (left column) and 2000–2016 (right column) due to ODSs and GHGs based on CCMI-1 model simulations. The top row shows the trends for NH mid-latitudes (35°–60°N); the middle row, for the tropics (20°N–20°S); and the bottom row, for SH mid-latitudes (60°–35°S). The gray lines show the multi-model mean of seven REF-C2 simulations including all forcings, with the shading indicating the 2σ range. The light blue lines show the median for all forcings. The red and blue lines represent the median trends due to ODSs only (i.e., with fixed GHGs) and due to GHGs only (i.e., with fixed ODSs), respectively. The same subset of seven models are used in all cases. Adapted from LOTUS (2018).
be due to an increase in GHGs. However, uncertainties in the lower stratosphere are large, as expressed by the relatively large spread in model results. Positive ozone trends in the lower stratosphere over the 2000–2016 period in the mid-latitudes of both hemispheres are consistent with the decline in ODSs, as the all-forcing REF-C2 simulations show positive ozone trends in this region similar to the ODS-only simulations.

In the upper stratosphere, ODS and GHG changes both contribute more or less equally to the positive ozone trends over the 2000–2016 period, again largely in agreement with previous results. The GHG-induced ozone increase in the upper stratosphere is primarily a result of cooling associated with GHGs, which reduces catalytic ozone loss rates. Furthermore, these simulations confirm previous findings that in the upper stratosphere, the effects of declining ODSs and increasing GHGs add approximately linearly.

### 3.3.3.1 Effects of Very Short-Lived Substances

Halogens from very short-lived substances (VSLSs; i.e., from halogenated ozone-depleting substances with lifetimes shorter than a few months) may contribute to ozone trends, in particular in the lowermost stratosphere, even when the concentrations of VSLSs themselves exhibit no trend (e.g., Dvortsov et al., 1999; Salawitch et al., 2005; Sinnhuber et al., 2009). They do so by providing additional chemical reaction partners for bromine and chlorine from anthropogenic long-lived source gases. One study described simulations with the chemistry–climate model EMAC over the timeframe 1960–2005 with and without the inclusion of brominated VSLSs (Sinnhuber and Meul, 2015). It found that a constant contribution of brominated VSLSs, producing about 6 ppt of additional bromine, led to column ozone changes in better agreement with observations and a stronger negative ozone trend in the mid-latitude lowermost stratosphere for the 1979–1995 period. The study also found a stronger positive trend for the 1996–2005 period, but the considered time period was too short for a robust estimate of the effect on ozone trends. The largest effect of brominated VSLSs on ozone was found for polar winter–spring ozone loss in the lower stratosphere and, in particular, the Antarctic ozone hole (Chapter 4, Sections 4.3.3 and 4.5.3.4).

Model calculations show that column ozone is reduced by about 1% at low latitudes and about 5% at high latitudes relative to a model simulation without VSLSs when best estimates for the present-day stratospheric loading of brominated and chlorinated VSLSs are used (Figure 3-25; Hossaini et al., 2015). The largest ozone reductions due to VSLSs occur in the lowermost stratosphere below 20-km altitude, where present-day ozone reductions due to VSLSs could be almost half as large as the ozone depletion due to long-lived ODSs, depending on the assumed VSLS scenario (Figure 3-25). Although the effectiveness of VSLSs to deplete ozone depends on the anthropogenic halogen loading, VSLSs have contributed to the lower-stratospheric ozone decrease since preindustrial times. Lower-stratospheric ozone changes due to the presence of brominated VSLSs have resulted in an estimated radiative forcing of about 0.02 W m\(^{-2}\) since the preindustrial period (Hossaini et al., 2015).

Brominated VSLSs are emitted primarily from biogenic oceanic sources (such as phytoplankton and seaweed) and contribute significantly to the current stratospheric bromine loading (see Chapter 1); in contrast, chlorinated VSLSs are emitted primarily from anthropogenic sources (although there are also significant natural sources of methyl chloride) and currently contribute little to stratospheric chlorine loading. However, some of the chlorinated VSLSs, and in particular CH\(_2\)Cl\(_2\), have shown relatively large increases in recent years (Hossaini et al., 2015; Oram et al., 2017). The impact of anthropogenic chlorinated VSLSs on past ozone trends is still small (Hossaini et al., 2015), but may become important in the future if the observed increase in emissions of CH\(_2\)Cl\(_2\) continues (Hossaini et al., 2017).

All CCMI-1 models now include additional bromine from VSLSs (Morgenstern et al., 2017). Two studies have investigated the impact of VSLSs on ozone recovery in chemistry–climate model simulations, with a focus on polar ozone, where the effects are largest (Oman et al., 2016; Fernandez et al., 2017; see Chapter 4, Section 4.5.3.4).

### 3.3.3.2 Tropical Ozone Changes

Past Assessments (WMO, 2011; WMO, 2014) have reported observed negative ozone trends in the tropical lower stratosphere, in overall agreement with available chemistry–climate model simulations. Modeled changes in tropical stratospheric ozone columns using the CMAM chemistry–climate model over the
1960–2010 period are broadly consistent with satellite observations based on LIMS, SAGE I and II, and MIPAS, although the modeled decrease in tropical ozone is smaller than that deduced from SAGE II (Shepherd et al., 2014). The model shows a decrease of tropical (25°S–25°N) stratospheric ozone of 5.2 ± 1.7 DU between the 1964–1978 and 1996–2002 periods, with the largest decrease in tropical stratospheric ozone before 1990 and little change since the mid-1990s. This is consistent with results presented in this Assessment and with the analysis in the last Assessment (WMO, 2014); while both model simulations and observations show negative trends in the tropical lower stratosphere since 2000 (Figure 3-23), these trends are not significant except at 30–50 hPa in the SBUV MOD dataset. In CMAM, the 1990s decrease in stratospheric ozone is partly compensated by a modeled increase in tropical tropospheric ozone of 2.9 ± 0.7 DU over the same period (Shepard et al., 2014). The modeled decrease in stratospheric ozone can be largely attributed to the increase in ODSs; a model simulation with constant ODSs shows only a small and insignificant decrease in the tropical stratospheric ozone column of 0.3 ± 1.8 DU between the 1964–1978 average and the 1996–2002 average.

Another study similarly demonstrated that observed variations in tropical lower-stratospheric ozone are captured by a chemistry-transport model driven with meteorological reanalysis fields (Aschmann et al., 2014). The lack of ozone decline after the mid-1990s was explained by changes in not only the strength but also the location of the tropical upwelling region. This argument, that structural changes in upwelling are responsible for changes in tropical ozone trends, is supported by another analysis using satellite observations (Stiller et al., 2017). MIPAS measurements indicate a southward shift of up to 5 degrees in the lower- to middle-stratospheric upwelling region during the period 2002–2012. This shift also appears to explain observed hemispheric asymmetries in trends in other long-lived trace gases (Stiller et al., 2017).

Separating chemical- and transport-related effects (in particular ozone reductions due to an increase in tropical upwelling; Chapter 5, Section 5.3.2) is not trivial, as recent papers (Oberländer-Hayn et al., 2015; Polvani et al., 2017) have emphasized that ODS changes may have had a significant or even dominant impact on changes in tropical upwelling, thus leading to the observed decreases in tropical lower-stratospheric ozone. One study used a set of simulations from the
GEOSCCM with small ensembles of single forcings and concluded that dynamical responses to ODSs are the main driver for past changes in tropical upwelling (Polvani et al., 2017). It suggests that the mechanism of such a response may relate to changes in the thermal structure of the lower stratosphere caused by polar ozone depletion, which could alter the propagation and dissipation of planetary-scale waves. Another study, based on simulations with the EMAC chemistry–climate model, finds that ODSs contributed about equally with other GHGs to past changes in tropical lower-stratospheric upwelling (Oberländer-Hayn et al., 2015).

### 3.4 PROJECTED OZONE CHANGES

Models have always been tools to test process understanding and to project possible future developments. Box 3-2 summarizes the evolution of models used in Ozone Assessments since 2002 and introduces the model runs used in this Assessment.

---

**Box 3-2. Modelling past and future changes in ozone: Model heritage and application**

Modelling in support of the Ozone Assessments has a long tradition. For example, the 2002 Assessment used a selection of early 3-dimensional (3-D) Chemistry-Climate Models (CCMs) to assess polar ozone changes. However, a large amount of information, in particular in the global ozone chapter, was derived from 2-dimensional (2-D) models. In the 2006 Assessment, 3-D Chemistry Transport Models (CTMs) were extensively used to discuss past ozone changes and were complemented with 3-D CCMs. The projected changes for the 21st century were extensively discussed in a separate chapter that used 2-D models and (very extensively) 3-D CCM results, largely emerging from the CCMVal (CCM Validation) activity. The model results were used to characterize future changes in ozone, including the return dates. The 3-D CCM modelling results for the 2010 Assessment were produced in the context of a comprehensive model evaluation in the framework CCMVal-2 (SPARC, 2010). A summary of the participating models can be found in Morgenstern et al. (2010). In the 2014 Assessment, results from this exercise were also used and complemented with results from newer publication. Prior to the 2014 report the CCMVal activity was superseded by the Chemistry-Climate Modelling Initiative (CCMI), which has a wider remit than CCMVal. Earlier versions of most models contributing to CCMI in the context of stratospheric ozone variability and trends were evaluated in CCMVal-2. As can be expected, some models have been changed more than others; however their fidelity is always assessed by modelling the recent past. A summary of relevant models and their configurations can be found in Morgenstern et al. (2017). Generally, there is a trend to higher spatial resolution, more processes and the option to run more models with interactive ocean and sea-ice coupling. In previous CCM projections there was a clearer disjoint between model configurations used for CCMVal and model configurations used for CMIP (Coupled Model Intercomparison Project). Often, when projecting ozone changes, CCMs prescribed the future sea-surface temperatures and sea-ice coverage from their nearest CMIP relative. The CMIP model would be run without chemistry (prescribing ozone – perhaps from CCM integrations – in the radiation), but with an interactive ocean and sea-ice. This circularity can now be overcome by running atmosphere-ocean CCMs consistently. However, it is important to remember that the ozone projection will rely in both cases on the chosen climate change scenario (see table below and Meinshausen et al., 2011 for the definition of the RCPs).

Other model changes relate to the complexity of the chemistry (more emitted species, more reactions in the troposphere) and to a better understanding of the halogen budget, including the role of VSLSs. The impact of concentration and flux boundary conditions on lifetimes of halogen-containing species was evaluated in the SPARC Report No. 6 using a subset of CCMs from CCMVal-2/CCMI.
### Name of Simulation | Type of Simulation | Purpose | Features
---|---|---|---
REF-C1 | Hindcast simulation of the period 1960–2010 | To produce realistic simulations of the past atmospheric state | GHG*, ODS*, background and volcanic aerosol, solar variability, ozone and aerosol precursors, SST*, SIC*, VSLSs* are prescribed from observations
REF-C1SD | Hindcast simulation of the period 1980–2010 | Same as REF-C1, but with the CCM dynamics nudged to observed meteorology | Same as in REF-C1; SSTs and SIC are consistent with meteorological reanalyses
REF-C2 | Consistent simulation from the past into the future for the period 1960–2100 | To produce best estimates of the future ozone and climate changes under specific assumptions of GHG and ODS evolution | Observations until 2005; then prescribed future scenarios for GHG and ozone/aerosol precursors (medium RCP6.0), ODS (WMO, 2011), background aerosol, projected solar variability, VSLSs; SST and SIC modeled
SEN-C2-RCP2.6 | Same as in REF-C2 but for the period 2000–2100 | To assess the future evolution of ozone and climate changes under GHG scenarios other than RCP6.0 | Same as in REF-C2, but GHG and ozone/aerosol precursors according to RCP2.6 scenario; SST and SIC consistent with RCP2.6 scenario
SEN-C2-RCP4.5 | Same as in REF-C2 but for the period 2000–2100 | To assess the future evolution of ozone and climate change under GHG scenarios other than RCP6.0 | Same as in REF-C2, but GHG and ozone/aerosol precursors according to RCP4.5 scenario; SST and SIC consistent with RCP4.5 scenario
SEN-C2-RCP8.5 | Same as in REF-C2 but for the period 2000–2100 | To assess the future evolution of ozone and climate changes under GHG scenarios other than RCP6.0 | Same as in REF-C2, but GHG and ozone/aerosol precursors according to RCP8.5 scenario; SST and SIC consistent with RCP8.5 scenario
SEN-C2-fODS | Same as in REF-C2 for the period 1960–2100 | To assess the effect of halogens on stratospheric ozone and climate change in the presence of climate change | Same as in REF-C2, but with halogens (ODS) fixed at 1960 levels
SEN-C2-fGHG | Same as in REF-C2 for the period 1960–2100 | To assess the impact of halogens on the atmosphere in the absence of climate change | Same as in REF-C2, but with GHG fixed at 1960 levels and 1955–1964 average values from REF-C2 for SST and SIC repeating each year

*GHG: Greenhouse gases; ODS: Ozone depleting substances; SST: Sea surface temperature; SIC: Sea-ice concentration; VSLSs: Very short-lived halogenated substances

---

### 3.4.1 Expected Return to 1980 Levels and Ozone Recovery

One of the most critical roles that models play in the assessment process is to provide projections of the future evolution of ozone, with the return to 1980 values being a convenient definition of an ozone recovery milestone. Previous Assessments have discussed tropical and global annual mean total column ozone time series from individual models or multi-model means (see Box 3-2 for a timeline of modeling and current experimental setups). In the last two Assessments, the results of the CCMVal-2 initiative have been utilized. Here, we provide an update using recent integrations from CCMI-1. The increased availability of simulations from models and ensemble integrations within CCMI-1 provides a new resource for assessing past and future ozone changes. However, the ability to discern the robustness of ozone return dates is limited by the newness of the results and the resulting lack of comprehensive validation across models.

**Figure 3-26** presents the modeled total column ozone time series from 1960 to 2100 from bias-adjusted CCMI-1 multi-model means for the tropical belt and for global annual means. To provide a measure of the spread that is realistic but not overly influenced by outliers, the envelope is calculated from models that fall within $1\sigma$ of the multi-model mean (denoted MMM1S; see Dhomse et al., 2018 for details). The MMM1S return dates are generally found to be consistent with those derived from the median model (Dhomse et al., 2018).
The most appropriate (based on the chosen boundary conditions) free-running model representation of past total ozone is REF-C1 (blue lines in Figure 3-26). REF-C1SD (green lines) should be an even more accurate representation, as the individual models’ circulation and thermal structure are relaxed toward analyzed values, thus providing extra information about “realistic” temporal changes to the models. Theoretically, REF-C1SD should provide the best representation of observed ozone anomalies (in particular the timing of low/high ozone events). However, there are large differences among models in how the specified dynamics were implemented. REF-C1 is still able to capture the long-term variability as imposed by the boundary conditions, but it does not accurately capture extremes or particular events. By construction, REF-C2 (red lines in Figure 3-26) should be similar to REF-C1 for the past. However, the boundary conditions are extended into the future following the RCP-6.0 scenario in REF-C2, allowing the identification of possible return thresholds in total ozone. A common point of reference is the occurrence of ozone values at 1980 levels (indicated by the horizontal dashed lines in Figure 3-26). For a more detailed discussion of the use of return dates, see Box 3-3 on “Ozone return dates”.

Figure 3-26. Adjusted and smoothed multi-model mean time series of annual mean tropical (left) and global (right) total column ozone (TCO) from CCMI models (colored lines) and from observations (solid black lines and symbols). Note that the multi-model mean uses a 1σ threshold (MMM1S) for filtering (for method see Dhomse et al., 2018, Figure 2, bottom). The dashed black lines represent 1980 values of TCO.

Figure 3-27 provides a comparison of the 1980 total column ozone return dates from the last Assessment (WMO, 2014) with the corresponding MMM1S results from CCMI-1 (Dhomse et al., 2018) (see also details in Box 3-3). Many of the 20 CCMs analyzed provided ensemble integrations of the REF-C2 scenario; if only a single model integration was available, then a 3-year boxcar smoothing algorithm was applied before ensemble mean model output and individual integrations were brought together (Dhomse et al., 2018). Due to the large number of model realizations that are combined to derive the multi-model mean, internal variability contributes only a small amount to the uncertainty in return dates (indicated by range bars in Fig. 3-27). However, when determining whether the 1980s total ozone threshold has been met with either measurements or output from an individual model, the year-to-year variability of ozone due to internal atmospheric variability must be considered (e.g., Keeble et al., 2018). The multi-model median return dates are in good agreement with the MMM1S results, demonstrating the robustness of the analysis, but they have larger uncertainties (Dhomse et al., 2018). The MMM1S return year is used in this Assessment because it is a more comparable metric to the analysis in the last Assessment than the median return year.
The delay in return dates seen in this Assessment relative to the 2014 Assessment results primarily from different assumptions made in the scenarios (see Box 3-3). The current best estimates for the range of years in which total ozone will return to 1980 values are 2042–2051 for the near-global mean, 2039–2050 for the SH mid-latitudes, and 2020–2044 for the NH mid-latitudes. The systematic delay of return years relative to the last Assessment (WMO, 2014) does not imply deficits in understanding, but rather reflects updates to prescribed scenarios describing the future evolution of GHGs (chosen to be in line with CMIP5) and ODSs. The extended range of return dates for the tropical belt reflects the fact that some models will not return to their 1980 ozone values in the projected time window given the competing effects of climate change (declining lower-stratospheric ozone) and declining ODSs (increasing ozone) in the tropics.

### 3.4.2 Effects of Future Stratospheric Temperature and Circulation Changes

As mentioned throughout this chapter, the evolution of stratospheric ozone in the 21st century will be controlled not only by the decline of ODSs but also, to a large extent, by changes in GHG concentrations, most importantly CO₂, CH₄, and N₂O. These GHGs affect stratospheric ozone through temperature and subsequent changes in dynamics and transport; CH₄ and N₂O also affect ozone chemistry (e.g., Butler et al., 2016), as discussed in more detail in Section 3.4.3.2. The impact of possible future GHG scenarios described by different Representative Concentration Pathways (RCPs) is discussed in Section 3.4.3.1.

The effects of GHG-induced temperature and circulation changes on ozone are compared to the effects of declining ODSs in Figure 3-28, which shows results from time-slice simulations with different forcings from the UM-UKCA chemistry–climate model.

*Figure 3-27. Bar chart comparing WMO (2014) projected 1980 return dates (labeled CCMVal-2) to this Assessment’s CCMI-1 1980 return dates as analyzed from the multi-model mean (MMM1S) time series. The global mean refers to 90°S–90°N for WMO (2014) and to a near-global mean (60°S–60°N), consistent with the observations presented in this chapter) in the case of MMM1S. The true and near-global mean should be very similar (Dhomse et al., 2018). A comprehensive table with more details is provided by Dhomse et al. (2018).*
3.44 (Banerjee et al., 2016). The decrease in ODSs between the years 2000 and 2100 will lead to an ozone increase essentially everywhere in the atmosphere, with the largest percentage changes in the upper stratosphere at around 40 km and in the lower stratosphere at high latitudes, particularly in the Southern Hemisphere, where recovery of the Antarctic ozone hole is most notable. In contrast, changes in GHG concentrations will lead to a more complex pattern of ozone changes, with increases in the upper stratosphere at

---

**Box 3-3. Ozone Return Dates**

A critical role of Ozone Assessments is to provide years at which (column) ozone is expected to return to a particular, historic level – so-called return dates. This Assessment tabulates ozone return to 1980 values only. Here, we explain how return dates are computed and clarify why our current estimate for when global, total ozone will return to the 1980 level is systematically delayed relative to the 1980 return given in the prior two Assessments.

Comprehensive Chemistry-Climate Models (CCMs) project climate, and interactively calculate ozone, for prescribed future abundances of greenhouse gases (GHGs) and ozone depleting substances (ODSs). Three types of uncertainties must be considered for return date estimates: internal variability, structural uncertainty, and scenario uncertainty.

**Internal Variability.** CCMs exhibit internally-generated variability that impacts ozone (e.g., polar stratospheric warmings). If multiple runs from one model exist for the same climate scenario, these so-called ensembles are averaged together. If only one run is available, the model output is smoothed with respect to time, prior to being combined with results from other models. Due to the large number of runs and models that are combined to derive the multi-model mean, internal variability contributes only a small amount to the uncertainty of return dates.

**Structural Uncertainty.** CCMs represent processes, and their interactions, differently. This may lead to different return dates, for the same prescribed future levels of GHGs and ODSs. Several of the latest CCMs have interactive oceans and/or sea-ice modules, enlarging the degrees of freedom. In this and prior Assessments, structural uncertainty is quantified by examining output from many different models. While structural uncertainty is certainly important for quantifying the range of expected return years, the introduction of three additional CCMs for this Assessment is not responsible for the delay of the return dates relative to prior Assessments. Structural uncertainty is, however, the driving factor of lower and upper limits for the range of years given in Table 3-4.

**Scenario Uncertainty.** CCM projections use prescribed scenarios for future ODSs and GHGs. The return dates reported in WMO (2011) and WMO (2014) were based on ODSs from the baseline scenario of WMO (2007) with an adjustment for HCFCs and GHGs from the Special Report on Emissions Scenarios (SRES) A1b scenario developed in IPCC (2000). Here, we use ODSs from the baseline scenario of WMO (2011) and GHGs from the Representation Concentration Pathway (RCP) 6.0 scenario developed by Masui et al. (2011) for IPCC (2013). As illustrated below, differences in future specifications of CO$_2$, CH$_4$, and ODSs are the likely cause of the obvious delay in return of ozone to the 1980 value relative to the projections of the previous Assessments.

Most CCMs prescribe future abundances of GHGs and ODSs at the surface and compute the concentrations in the atmosphere as a function of time. Panels a) and b) on the next page show significant differences in the assumed evolution of CO$_2$ and CH$_4$ as used in model runs for the previous assessments (SRES A1b) and this assessment (RCP 6.0). Note that these differences in CO$_2$ and CH$_4$ have both direct and indirect
Box 3-3, continued.

consequences for the climate change impact on ozone. Panel c) shows effective equivalent stratospheric chlorine (EESC) that can be used as a proxy of how the halogen loading evolves within the CCMs. The approximately 5-year delay in EESC drawdown in the WMO (2011) baseline scenario used in this assessment relative to the previously-used scenario reflects new knowledge of lifetimes and emissions of various ODSs. This is another factor contributing to the overall delay in return dates.

Time series of a) CO₂, b) CH₄, and c) equivalent effective stratospheric chlorine (EESC) used as boundary conditions for the CCM simulations analyzed for ozone return dates of this assessment (black solid) and of the prior two assessments (black dashed). For the baseline return dates of this assessment, future abundances of CO₂, CH₄, and all other GHGs are from the RCP 6.0 scenario developed for IPCC (2013) and ODS mixing ratios that drive EESC originate from WMO (2011). The prior two Assessments utilized time series of GHGs from the SRES A1b scenario and ODSs from WMO (2007) with an adjustment for HCFCs. The EESC curves in this figure were calculated for mid-latitude air with a lifetime of 3 years, using the Newman et al. (2007) release factors.

all latitudes, primarily due to GHG-induced cooling that slows down gas-phase ozone loss reactions. In the low-latitude lower stratosphere, however, ozone is projected to decrease due to changes in dynamics and transport, and, in particular, a strengthening of the BDC. This increase in the strength of the BDC is a robust finding in the CCMI-1 models, although there are still uncertainties in the magnitude (Morgenstern et al., 2018) and attribution of the strengthening (Chapter 5, Section 5.3.2). Lower-stratospheric ozone in middle to high latitudes may either increase or decrease, depending on the hemisphere and on the GHG scenario. In the more extreme RCP-8.5 scenario, the upper-stratospheric increase in ozone due to GHGs is larger than that due to ODS decline. In the tropical lower stratosphere, ozone changes due to BDC alteration that are potentially driven by GHG increases will dominate (see also Section 3.4.3).

A study diagnosing ozone sensitivity to varying GHGs and ODSs in CCMI-1 simulations finds varying degrees of consistency in the models’ responses in ozone to individual forcings, including some considerable disagreement. It is suggested that some of these differences could be linked to circulation differences between the models (Morgenstern et al., 2018). The results in Figure 3-28 (Banerjee et al., 2016) are therefore an illustration of principle and not a universally valid result.
3.4.3 Sensitivity to the Specification of Different Future Scenarios

3.4.3.1 Effects of Different Representative Concentration Pathways

A number of CCM-1 models provide estimates of the sensitivity of ozone to changes in other traces gases using simulations with different scenarios. The different RCPs are GHG concentration trajectories first chosen for the Coupled Model Intercomparison Project Phase 5 (CMIP5) to span a range of corresponding radiative forcings by the year 2100 (see Box 3-2). While the standard reference simulations of CCM-1 use the RCP-6.0 scenario, sensitivity simulations for RCP-2.6, RCP-4.0, and RCP-8.5 have also been carried out. Figure 3-29 summarizes the evolution of total ozone columns for the different RCPs (Dhomse et al., 2018). For global mean total ozone columns, the return to 1980 values is faster and the possibility of super-recovery (i.e., the increase of ozone above historical levels) is higher for the RCPs with larger GHG increases. This effect is largest in mid-latitudes, where RCP-8.5 results in ozone increases of more than 20 DU above average 1980 levels at the end of the 21st century. RCP-4.5, in contrast, results in a return to 1980 global mean ozone columns in NH mid-latitudes by the middle of the 21st century and shows little change afterwards. Tropical ozone columns for the multi-model mean do not fully return to pre-1980 levels in any of the scenarios.

One study shows changes in tropical total column ozone for three altitude ranges (upper stratosphere, lower stratosphere, and troposphere) for three RCPs (4.5, 6.0, 8.5) from calculations with the chemistry-climate model EMAC (Meul et al., 2016; Figure 3-30). Upper-stratospheric ozone columns (p<10 hPa) recover to 1980 levels as early as ~2025 in all scenarios and show a super-recovery afterwards, with the largest super-recovery for RCP-8.5. In contrast, ozone columns in the lower stratosphere (10 hPa < p < 100 hPa) do not return to pre-1980 levels at all but continue to decrease, with the largest decrease for RCP-8.5. (These simulations show a small increase in tropical lower-stratospheric ozone columns between the late 1990s and around 2025, but it is not clear if this is significant.) Tropical total ozone columns also depend critically on the evolution of tropospheric partial column ozone, which is either decreasing or increasing in the future, depending on the RCP scenario (Igelsias-Suarez et al.,...
In most scenarios, tropical tropospheric ozone columns decrease during the second half of the 21st century, though there are large differences among models (Section 3.4.4). The exception is RCP-8.5, which shows a strong increase in tropical tropospheric ozone in most models due to a strong increase in methane. There is some cancelation between the projected upper-stratospheric increase in tropical ozone (e.g., due to GHG-induced cooling) and the projected decrease in lower-stratospheric ozone, but the overall effect on stratospheric ozone columns depends on the RCP scenario (Banerjee et al., 2016).

### 3.4.3.2 Influence of Nitrous Oxide and Methane

Methane (CH\textsubscript{4}) and nitrous oxide (N\textsubscript{2}O) affect stratospheric ozone not only through the temperature changes associated with their radiative forcing, but also through chemistry: N\textsubscript{2}O is the main source of odd nitrogen (NO\textsubscript{y}) in the stratosphere, while CH\textsubscript{4} is an important source for hydroxyl radicals (HO\textsubscript{x}) but is also involved in chlorine deactivation into HCl. Currently, N\textsubscript{2}O is the most important ODS emitted in terms of its Ozone Depletion Potential (ODP). However, the ODP metric was traditionally developed for long-lived halogen-containing ODSs. It uses CFC-11 as a reference gas, and it is not an optimal metric.
for assessing the impact of future N$_2$O emissions. Specifically, the ODP value for N$_2$O depends critically on the level of other GHGs and the degree of halogen loading. This sensitivity is due to the chemical interactions of NOx with HOx and ClOx, as well as the temperature dependence of those interactions (Revell et al., 2015). The ODP of N$_2$O was calculated using the chemistry–climate model SOCOL (Revell et al., 2015) for year-2100 conditions under a range of different CH$_4$ and CO$_2$ concentrations (Figure 3-31). Figure 3-31a shows the calculated global mean total ozone column as a function of CO$_2$ and CH$_4$ global mean surface mixing ratios, with all other parameters held constant according to RCP-6.0. Global mean total ozone increases for increasing CO$_2$ and increasing CH$_4$ concentrations. Reductions in global mean total ozone relative to the modeled value for the year 2000 of 314 DU (white contour) are primarily due to reductions in tropospheric ozone columns resulting from reductions in ozone precursor emissions in the model scenarios (Revell et al., 2015). Figure 3-31b shows the calculated ODP of N$_2$O in the year 2100 as a function of CO$_2$ and CH$_4$. The ODP of N$_2$O for 2100 will, under essentially all conditions, be larger than the calculated value of 0.015 for the year 2000 because of interactions of NOx chemistry with chlorine chemistry. Under high chlorine loading, increasing NOx reduces ozone depletion by deactivating reactive chlorine. Higher CO$_2$ levels induce cooling of the stratosphere, which increases the chemical destruction of NOx and reduces the efficiency of ozone destruction by N$_2$O (Stolarski et al., 2015). Higher levels of CH$_4$ also slow NOx-driven ozone loss, but they lead to an increased ODP of N$_2$O. This is because increased CH$_4$ reduces the efficiency of CFC-11 at destroying ozone, and CFC-11 is used as a reference gas in the ODP concept (Revell et al., 2017).

One study analyzing the effect of N$_2$O and CH$_4$ changes on ozone from a range of CCMI-1 models shows that the global-average impact of N$_2$O increases on total column ozone is highly model-dependent (Morgenstern et al., 2017). Another analysis of simulations from the WACC model with different N$_2$O and CH$_4$ scenarios concludes that extratropical total ozone could either remain weakly depleted or even

![Figure 3-30. Past and projected tropical ozone for different RCPs: (a) total-column ozone, (b) upper-stratospheric partial column ozone, (c) lower-stratospheric partial column ozone, and (d) tropospheric partial column ozone. From Meul et al. (2016).](image)
increase well above historical levels, depending on the CH₄ and N₂O scenario (Butler et al., 2016).

3.4.3.3 Sensitivity to Geoengineering/Solar Radiation Management

Deliberate increases in stratospheric aerosol loading to counter the effects of GHG-induced global warming have been discussed in recent years. This is often termed geoengineering or, more specifically, solar radiation management (SRM; see also Chapter 6). These schemes would impact stratospheric ozone in a number of ways: 1) through chemical effects of the increased aerosol loading, 2) through resulting changes in stratospheric temperature as well as changes in solar radiation and corresponding photolysis rates, both of which impact ozone chemistry, and 3) through resulting changes in stratospheric dynamics and transport. The most discussed and studied SRM schemes involve enhancement of stratospheric sulfate aerosols. Chapter 6, Section 6.2.5 provides a detailed overview of the impact of deliberate climate interventions. A number of recent chemistry–climate modeling studies, including coordinated multi-model studies (GeoMIP, Kravitz et al., 2013), have been performed to study the impact of deliberate stratospheric sulfate aerosol enhancements on the ozone layer (e.g., Pitari et al., 2014). The effect on stratospheric ozone depends critically on the assumed stratospheric halogen loading; i.e., it will be different under a scenario where halogen loading is enhanced (e.g., for the middle of the 21st century) than under a scenario with little halogen loading (e.g., corresponding to the end of the 21st century). While much can be learned from the effects of enhanced sulfate aerosol loading following volcanic eruptions (see also Chapter 5, Section 5.2.3), the long-term effects of deliberate sulfate aerosol increases will be different from volcanic effects due to the different timescales involved (Pitari et al., 2014). In addition to their use in studying stratospheric chemistry perturbations taking place through the enhanced surface area density of the sulfuric acid aerosols, chemistry–climate models have been used to examine the impact on long-lived species transport due to the aerosol-driven surface cooling coupled to the stratospheric warming (Visioni et al., 2017). Perturbed concentrations of CH₄, N₂O, and other long-lived tracers would feed back on short-lived species that regulate stratospheric ozone depletion. Any significant reduction in stratospheric ozone associated with sulfate aerosol enhancement would further lead to decreases in tropospheric ozone through decreased stratosphere-to-troposphere transport (STT) of ozone and increased UV radiation (Xia et al., 2017).

More recent studies have explored strategic injections of sulfate aerosols into the stratosphere at locations other than the equator. One examination of a scenario in which injection at 15°N, 15°S, and 30°N was steadily increased over the 21st century found that mean surface temperature and the equator-to-pole temperature gradients were kept near 2020 levels despite the strong climate forcing of the RCP-8.5 scenario (Richter et al., 2018). Polar column ozone...
recovered to pre-ozone hole conditions by the end of the century but, in contrast to RCP-8.5, did not exceed pre-1980 levels. In the middle and high latitudes, ozone recovered and even exceeded RCP-8.5 values in some latitude bands and some months. Another study looked at differences between high- and low-altitude injections, assuming injection latitudes of 15°N and 15°S (Tilmes et al., 2018). Ozone destruction was less severe when sulfate aerosols were injected at 70 hPa rather than 30 hPa, and for middle and high latitudes, the low-altitude injections resulted in more column ozone than without geoengineering in winter.

A number of studies have also investigated the effect of solid particles for SRM schemes (e.g., Tang et al., 2014; Tang et al., 2016; Keith et al., 2016; Weisenstein et al., 2015). These highly refractive particles will lead to much less warming of the tropical lower stratosphere compared to sulfate aerosols (Keith et al., 2016). In particular salts of alkaline metals such as calcite (CaCO₃) have been proposed for SRM; these would have the side effect of chemically removing acids such as HCl or HNO₃ that are involved in ozone depletion. Model simulations have been used to investigate and compare the impact of proposed geoengineering schemes using sulfate, titania, and black carbon particles on the stratosphere (Jones et al., 2016). However, so far not enough information is available to assess how these proposed SRM schemes with solid aerosol particles will affect the evolution of stratospheric ozone under different GHG and ODS scenarios.

A recent chemistry–climate modeling study investigated the effect of solar radiation management schemes on stratospheric and surface ozone. It focused on the generic impact of SRM schemes; i.e., ozone changes due to the reduction in solar radiation, stratospheric temperature changes, and resulting changes in dynamics and transport (Nowack et al., 2016). In this study, the radiative forcing due to increased GHGs was balanced by a reduction in solar radiation at the top of the atmosphere without explicit treatment of stratospheric aerosol enhancements (an implementation colloquially termed space mirrors). This generic scheme thus shows some general aspects of SRM schemes without the particular chemical and radiative aspects that are specific to sulfate or other aerosol enhancements. The study shows that this generic SRM scheme would lead to strong enhancements in stratospheric ozone, with a calculated global total column increase of about 8% (Nowack et al., 2016). Because SRM schemes will not substantially reduce the upper-stratospheric cooling due to GHG increases, stratospheric ozone will strongly increase. In addition, reduced solar radiation under SRM would lead to further chemical ozone enhancement, according to this study. Increases in tropical upwelling (BDC) would be reduced with SRM, mediating the climate change-induced reduction in tropical lower-stratospheric ozone.

### 3.4.4 Impacts on Tropospheric Ozone

Both ozone recovery and the projected strengthening of the stratospheric circulation associated with GHG increases act to increase the downward transport of ozone from the stratosphere to the troposphere in the extratropics (e.g., Zeng and Pyle, 2003; Hegglun and Shepherd, 2009; Banerjee et al., 2016; see also Chapter 5, Section 5.3.3). The impact on tropospheric ozone is greatest in the upper troposphere (UT), where ozone's radiative effect is largest. Climate change has the largest impact in the subtropics, and ozone recovery primarily affects UT ozone in the extratropics (Banerjee et al., 2016). The net impacts of these processes, however, given concurrent changes in precursor emissions, temperature, and water vapor, are highly model- and scenario-dependent, as described below. Figure 3-32 shows the sensitivity of ozone to ODSs and long-lived GHGs for seven CCMI-1 models (Morgenstern et al., 2018). There are sizable discrepancies among the models throughout the atmosphere, but these discrepancies are particularly large in the troposphere. A separate set of simulations showed a somewhat surprising sensitivity of tropospheric ozone to changes in N₂O; this sensitivity was dominated by chemical depletion of stratospheric ozone by N₂O (Morgenstern et al., 2018).

Using the UM-UKCA model under both RCP-4.5 and RCP-8.5 emissions scenarios in which the methane boundary condition was held constant, a recent study found that the projected increase in STT associated with climate change and ozone recovery offsets decreases in net chemical production associated with reductions in ozone precursor emissions (Banerjee et al., 2016), in agreement with earlier work (Sekiya and Sudo, 2014). Enhanced STT increases the global tropospheric lifetime of ozone ($\tau_{\text{O}_3}$) because it
Figure 3-32. Ratio of zonal mean ozone volume mixing ratio (VMR) changes to VMR in (left column) equivalent Cl (Newman et al., 2007) and (right column) equivalent CO₂ (sum of CO₂, HFCs, PFCs, and SF₆) for seven CCMI-1 models for July. The solid black lines indicate 150 ppbv of ozone. Adapted from Morgenstern et al. (2018).
increases the ozone burden in the UT, where ozone is long lived. For climate change, this enhancement is offset by greater water vapor-induced loss of tropospheric ozone (reduction in lifetime of 0.4–6.7%, depending on scenario); for ozone recovery, the increase in $\tau_{O_3}$ is enhanced by decreases in OH associated with decreased photolysis rates (increase of $\sim$0.5%) (Bannerjee et al., 2016; Zhang et al., 2014). This decrease in OH may enhance the intercontinental transport of ozone and other pollutants, increasing ozone attributable to Asian emissions by up to 15%, or 0.3 ppbv, in the Northern Hemisphere (Zhang et al., 2014). It should be noted, however, that global models differ by nearly a factor of 2 in their predictions of OH changes associated with stratospheric ozone recovery (Madronich et al., 2015).

While ozone recovery and projected increases in the ozone flux associated with STT have a clear influence on $\tau_{O_3}$, the net change in lifetime depends strongly on changes in precursor emissions, temperature, and humidity and is highly scenario-dependent. Uncertainties in the future evolution of CH$_4$ dominate differences in tropospheric ozone among RCP scenarios (e.g., Revell et al., 2012, 2015; Young et al., 2013; Naik et al., 2013). Within any given scenario, changes in tropospheric ozone depend primarily on changes in ozone precursors. The SOCOL CCM, using RCP-6.0, simulates a 23% decrease in global mean tropospheric ozone between 1990 and 2060. This decrease is dominated by reductions in NO$_x$ emissions. The increased STT associated with climate change contributes <1 ppb of additional ozone at 500 hPa between 1960 and 2090. This additional ozone, as well as that attributable to increased production of NO$_x$ by lightning, was largely offset by increases in ozone chemical loss driven by higher temperatures in the model. Under a “solar mirror” geoengineering scenario in the HadGEM3 CCM, higher stratospheric ozone levels combined with lower atmospheric-specific humidity resulted in an overall increase in surface ozone of $\sim$5% (Nowack et al., 2016), assuming no change in precursor emissions.

Observations cannot yet be used to evaluate projections of the tropospheric ozone response to strengthening of the stratospheric circulation and ozone recovery. However, satellite observations have been used to quantify the link between year-to-year variations in circulation strength and lower-stratospheric ozone abundances, with a 40% increase in circulation associated with a $\sim$25% increase in NH mid-latitude lower-stratospheric ozone (Neu et al., 2014). These changes are similar to the long-term increases in circulation and ozone predicted by CCMs from 1960 to 2100 (Hegglin and Shepherd, 2009) and are associated with a $\sim$2% increase in tropospheric ozone (Neu et al., 2014). Taken together with the modeling studies described above, this study suggests that future changes in tropospheric ozone are likely to be dominated by changes in precursor emissions, with the stratosphere playing a relatively minor role in increasing tropospheric ozone abundances and lifetime.
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Appendix 3A

Data Sources

3A.1 Ground-based Measurements

Ground-based instruments at numerous stations around the globe monitor changes in total column and profile ozone amounts at local to regional scales (WMO, 2014; Hassler et al., 2014). These instruments include:

- **remote-sensing instruments** such as Dobson and Brewer spectrophotometers (Fioletov et al., 2002, 2008; Petropavlovskikh et al., 2005, 2009, 2011), SAOZ spectrometers (Hendrick et al., 2011), filter ozonometers (Bojkov et al., 1994), FTIR spectrometers (Hase et al., 1999; Vigouroux et al., 2015), lidars (Claude et al., 1988; Godin et al., 1989; McDermid et al., 1990), and microwave radiometers (MWR; Parrish et al., 1992; McDermid et al., 1998a,b; McPeters et al., 1999; Calisesi et al, 2003; Studer et al., 2013; Nedoluha et al., 2015); and

- **in situ instruments** such as balloon-borne ozonesondes (Komhyr, 1969; Smit et al., 2007; Deshler et al., 2008, 2017) and aircraft-mounted sensors (Thouret et al., 1998; Nédélec et al., 2015).

Since the last Assessment, most ground-based data records were merely extended in time. However, several station records were revised to address inhomogeneities in time (changes in measurement process at the site) or in space (differences in measurement process between sites in the network). Such revisions were done for 2 MWR stations and for about 30 ozonesonde sites. The Bern microwave instrument was upgraded and the entire time series was referenced to the current spectrometer (Moreira et al., 2015). The Payerne microwave data changed as a result of improvements in the retrieval method and in the integration of the measurements (private communications with PI Maillard-Barras). Both revised MWR records were used for this Assessment. Over the past few years, the ozonesonde community has put considerable effort into reducing uncertainties in the measurements to 5–10%. Biases between different types of ozonesonde instrumentation have been characterized, correction schemes developed, and the ozone profile records of 30 stations in the NDACC, GAW, and SHADOZ networks reprocessed accordingly (Tarasick et al., 2016; Van Malderen et al., 2016; Deshler et al., 2017; Witte et al., 2017; Sterling et al., 2018). Further efforts to assess the outcome of this homogenization activity are ongoing. At the time of this Assessment, not all reprocessed sonde data were available.

The profile trends assessed here are based on observations at the sites listed in Table 3A-1, most of which have operated continuously for at least 20 years. Zonally averaged, ground-based data records, one for each measurement technique, were computed from deseasonalized anomaly time series at each site in a given latitude band (Fioletov et al., 2002, 2008; WMO, 2014; Steinbrecht et al., 2017; LOTUS, 2018). Such an approach reduces the impact of station-dependent instrument biases, temporal coverage, and sampling.

The WOUDC ground-based total column dataset is based on available Dobson, Brewer, SAOZ, and filter ozonometer data that have been averaged monthly and zonally (using a TOMS v7 climatology to translate deviations in ozone at a single point into zonal mean deviations) and then binned in 5-degree intervals (Fioletov et al., 2002). Time series based on these relatively sparse ground-based measurements may not always reproduce monthly zonal fluctuations well, particularly in the tropics and Southern Hemisphere. However, seasonal (and longer) averages can be estimated with a precision comparable with satellite-based datasets (~1%) (Chiou et al., 2014).

3A.2 Space-Based Ozone Profiles

Space-based observations of stratospheric ozone are performed in nadir-, limb-, or occultation-viewing geometry in different wavelength ranges using different measurement techniques (Chiou et al., 2014; Hassler et al., 2014;
Table 3A-1. Overview of the sources of ozone profile observations by ground-based techniques used for the monthly zonal mean data considered in this Assessment. Stations are sorted by instrument type and chronologically by the starting year of the record. Those with an asterisk are located outside the attributed latitude zones.

<table>
<thead>
<tr>
<th>Instruments and Data Archives</th>
<th>Stations (Start of Data Record)</th>
</tr>
</thead>
</table>
Table 3A-2. Merged satellite vertical ozone profile datasets used in this Assessment (monthly zonal mean data).

<table>
<thead>
<tr>
<th>Merged Data Set</th>
<th>Instruments and Data Version</th>
<th>Ozone Representation</th>
<th>Latitude Coverage and Sampling</th>
<th>Altitude Coverage and Sampling</th>
<th>Temporal Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBUV-NASA MOD v8.6 (release 6)</td>
<td>Nimbus 4 BUV v8.6, Nimbus 7 SBUV v8.6, NOAA 11 SBUV/2 v8.6, NOAA 14 SBUV/2 v8.6, NOAA 16 SBUV/2 v8.6, NOAA 17 SBUV/2 v8.6, NOAA 18 SBUV/2 v8.6, NOAA 19 SBUV/2 v8.6</td>
<td>Partial columns over pressure layers</td>
<td>80°N–80°S, 5 deg</td>
<td>50–0.5 hPa, (~6–15 km thick)</td>
<td>1970–2016</td>
</tr>
<tr>
<td>SBUV-NOAA COH v8.6</td>
<td>Nimbus 4 BUV v8.6, Nimbus 7 SBUV v8.6, NOAA 11 SBUV/2 v8.6, NOAA 14 SBUV/2 v8.6, NOAA 16 SBUV/2 v8.6, NOAA 17 SBUV/2 v8.6, NOAA 18 SBUV/2 v8.6, NOAA 19 SBUV/2 v8.6</td>
<td>Partial columns over pressure layers</td>
<td>80°N–80°S, 5 deg</td>
<td>50–0.5 hPa, (~6–15 km thick)</td>
<td>1978–2016</td>
</tr>
<tr>
<td>GOZCARDS v2.20</td>
<td>SAGE I v5.9_rev, SAGE II v7.0, HALOE v19, Aura MLS v4.2</td>
<td>Mixing ratio at pressure levels</td>
<td>90°S–90°N, 10 deg</td>
<td>215–0.2 hPa</td>
<td>1979–2016</td>
</tr>
<tr>
<td>SWOOSH v2.60</td>
<td>SAGE II v7.0, HALOE v19, UARS MLS v5, SAGE III v4, Aura MLS v4.2</td>
<td>Mixing ratio at pressure levels</td>
<td>90°S–90°N, 10 deg (also 5 and 2.5 deg)</td>
<td>316–1 hPa, ~3 km</td>
<td>1984–2016</td>
</tr>
<tr>
<td>SAGE II-OSIRIS-OMPS</td>
<td>SAGE II v7.0, OSIRIS v5.10, OMPS USask-2D v1.0.2</td>
<td>Number density (anomaly) at altitude levels</td>
<td>60°S–60°N, 10 deg</td>
<td>0–50 km, 1 km</td>
<td>1984–2016</td>
</tr>
<tr>
<td>SAGE II-CCI-OMPS</td>
<td>SAGE II v7.0, OSIRIS v5.10, GOMOS ALGOM2s v1, MIPAS IMK/IAA v7, SCIAMACHY UBr v3.5, ACE-FTS v3.5/3.6, OMPS USask-2D v1.0.2</td>
<td>Number density (anomaly) at altitude levels</td>
<td>90°S–90°N, 10 deg</td>
<td>10–50 km, 1 km</td>
<td>1984–2016</td>
</tr>
<tr>
<td>SAGE II-MIPAS-OMPS</td>
<td>SAGE II v7.0, MIPAS IMK/IAA v7, OMPS NASA v2.0</td>
<td>Deseasonalized ozone anomalies at altitude levels</td>
<td>60°S–60°N, 10 deg</td>
<td>10–50 km, 1 km</td>
<td>1984–2017</td>
</tr>
</tbody>
</table>
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Table 3A-3. Merged total ozone column datasets used in this Assessment (annual zonal mean data).

<table>
<thead>
<tr>
<th>Merged dataset</th>
<th>Instruments</th>
<th>Record length</th>
<th>Reference</th>
<th>URL</th>
</tr>
</thead>
</table>

Weber et al., 2017; Garane et al., 2018). Revised datasets have been released for most instruments in recent years: (nadir) GOME, SCIAMACHY, GOME-2, OMI (Wever et al., 2017; Garane et al., 2018); (limb) OSIRIS v5.10 (Bourassa et al., 2018), SCIAMACHY IUP v3.5 (Jia et al., 2015), Aura MLS v4.2 (Livesey et al., 2018); (occultation) SAGE II v7.0 (Damadeo et al., 2013, 2014), GOMOS ALGOM2s v1 (Soíjeva et al., 2017), and ACE-FTS v3.6 (Boone et al., 2013; Sheese et al.; 2015). Revisions include modification of calibration and altitude-registration data as well as updates to radiative transfer models, retrieval and screening algorithms, and meteorological datasets used to convert retrieved ozone values to different units. The largest improvements in stability of the data record were achieved for OSIRIS (altitude registration), MIPAS (calibration data), SCIAMACHY (retrieval algorithm), and SAGE II (meteorological data).

The records of two additional instruments have now reached sufficient length and maturity to be used in trend assessments: The Ozone Mapping and Profiler Suite (OMPS), onboard the Suomi-NPP platform launched in 2011, provides total column data (nadir) in addition to profile data in nadir and limb geometry (Jaross et al., 2011; Kramarova et al., 2014, 2018; Arosio et al., 2018; Zawada et al., 2018). The Infrared Atmospheric Sounding Interferometer (IASI), on the MetOp-A platform launched in 2006, provides nadir ozone profiles (Clerbaux et al., 2009; Dufour et al., 2012; Boynard et al., 2016; Wespes et al., 2016, 2018).

Merged, space- and time-gridded profile records can be categorized in a number of ways, depending on the type of instruments used (nadir versus limb), the profile representation (altitude/pressure, partial columns/volume mixing ratio/number density), the adjustment procedure (single versus multiple references) and the averaging...

method (absolute versus anomaly-based, weighted versus unweighted). The following families of merged profile records are used in Chapter 3 (see Table 3A-2):

**SBUV MOD and SBUV COH.** These records are based on the series of SBUV/2 v8.6 data. Since the last Assessment, NOAA-19 data were added, but only minor changes were made to the merging algorithms of the Merged Ozone Data (MOD) release 6 (Frith et al., 2017) and Cohesive data record (COH; Wild et al., 2016). The approach used for the MOD dataset is to average data from different records during overlap periods; the approach used for COH is to adjust and chain contiguous records sequentially. SBUV COH also incorporates some corrections to individual satellite profiles and excludes measurements from some SBUV instruments (e.g., the NOAA-9 ascending node data).

**GOZCARDS and SWOOSH.** A second family of merged datasets is built around SAGE II and Aura MLS: GOZCARDS v2.20 and SWOOSH v2.6 (Froidevaux et al., 2015; Davis et al., 2016). Both records use SAGE II as an absolute reference, but differences are expected from their use of different instruments, adjustment procedures, and averaging methods. For GOZCARDS, each record is weighted equally in the average after adjusting derived monthly zonal mean data during the overlap period. For SWOOSH, space–time collocated profile pairs are used for the adjustments, and weighting is done according to the number of observations. Current versions of GOZCARDS and SWOOSH differ considerably from those used in the previous Assessment; these differences are largely a result of revisions in the input data records and/or a different selection of instruments.

**SOO, SCO, and SMO.** The last family comprises records constructed from SAGE II and two (or more) other instruments: SAGE-OSIRIS-OMPS (SOO), SAGE-CCI-OMPS (SCO), SAGE-MIPAS-OMPS (SMO) (Bourassa et al., 2014, 2018; Sofieva et al., 2017). All of these were constructed by 1) adjusting deseasonalized anomalies of individual records to those of SAGE II and then 2) either computing an unweighted (SOO) or weighted (SMO) average or the median (SCO). The latter exploits the larger ensemble of up to five instruments in the 2002–2012 period. The MIPAS-based record requires using ACE-FTS as a transfer standard between MIPAS and OMPS, which leads to larger uncertainties in the adjustments. This 3-member family can be considered new to the WMO Assessment. Besides the addition of OMPS data, the previously used SAGE-GOMOS and SAGE-OSIRIS records were based on older and less stable versions of GOMOS and OSIRIS data.

### 3A.3 Space-Based Total Ozone Columns

Zonal and global total ozone time series are regularly updated and reported; e.g., in the annual State of the Climate reports published in the Bulletin of the American Meteorological Society (BAMS) (Weber et al., 2016, 2017). They are based on ground-based measurements, as well as merged data from multiple satellite instruments. The following total ozone datasets are used in this report (Table 3A-3; see Weber et al., 2018 for details).

**SBUV MOD and SBUV COH.** Both datasets are based on integrated vertical ozone profiles from the SBUV MOD and SBUV COH datasets described in Section 3A.2 (Bhartia et al., 2013).

**GTO.** The GOME-type Total Ozone Essential Climate Variable (GTO-ECV) data record (Coldewey-Egbers et al., 2015) is based on GOME, SCIAMACHY, OMI, and GOME-2A measurements. The total ozone columns were retrieved using the GOME-type Direct FITting (GODFIT) version 3 algorithm (Lerot et al., 2014). Adjustments to OMI measurements were used to merge data from different instruments into one record in order to correct for small remaining inter-sensor biases and temporal drifts. The record was validated using ground-based measurements (Coldewey-Egbers et al., 2015; Koukouli et al., 2015; Garane et al., 2018).

**GSG.** The merged GOME-SCIAMACHY-GOME-2A (GSG) total ozone time series (Kiesewetter et al., 2010; Weber et al., 2011, 2016) consists of total ozone data that were retrieved using the University of Bremen Weighting Function DOAS algorithm (Coldewey-Egbers et al., 2005; Weber et al., 2005). The SCIAMACHY and GOME-2A observations were successively adjusted for apparent offsets to be continuous with the original
GOME data. These offsets were determined as a function of latitude in steps of 1 degree using monthly zonal means and then smoothed over 10-degree latitude bands (Weber et al., 2018).

Thus, similar to the SBUV MOD and COH datasets, GTO and GSG are not independent and are in fact based on almost the same measurements by GOME, SCIAMACHY, and GOME-2A, although GTO also uses OMI data. The main difference is in the processing algorithms and/or how the data from different satellites were merged together.