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Abstract 
In order to better understand the water vapor (WV) intrusion into the tropical stratosphere, a mesoscale simulation of the tropical tropopause layer using the BRAMS (Brazilian version of Regional Atmospheric Modeling System (RAMS) model is evaluated for a wet season. This simulation with a horizontal grid point resolution of 20 km × 20 km cannot resolve the stratospheric overshooting convection (SOC). Its ability to reproduce other key parameters playing a role in the stratospheric WV abundance is investigated using the balloon-borne TRO-Pico campaign measurements, the upper-air soundings over Brazil, and the satellite observations by Aura Microwave Limb Sounder, Microwave Humidity Sounder, and Geostationary Operational Environmental Satellite 12. The BRAMS exhibits a good ability in simulating temperature, cold-point, WV variability around the tropopause. However, the simulation is typically observed to be warmer by ~2.0°C and wetter by ~0.4 ppmv at the hygropause, which can be partly affiliated with the grid boundary nudging of the model by European Centre for Medium-Range Weather Forecasts operational analyses. The modeled cloud tops show a good correlation (maximum cross-correlation of ~0.7) with Geostationary Operational Environmental Satellite 12. Furthermore, the overshooting cells detected by Microwave Humidity Sounder are observed at the locations, where 75% of the modeled cloud tops are higher than 11 km. Finally, the modeled inertia-gravity wave periodicity and wavelength are comparable with those deduced from the radio sounding measurements during TRO-Pico campaign. The good behavior of BRAMS confirms the SOC contribution in the WV abundance, and variability is of lesser importance than the large-scale processes. This simulation can be used as a reference run for upscaling the impact of SOC at a continental scale for future studies.

1. Introduction 
The presence of water vapor (WV) in the stratosphere is now recognized to play a role in the surface climate (Avery et al., 2017; Dessler et al., 2013; Forster & Shine, 1999; Solomon et al., 2010). H2O is also a key species for stratospheric chemistry, especially for the ozone layer (Graf et al., 1998; Solomon, 1988). It not only enhances the abundance of OH− radical which controls the lifetime of many other chemical species in the stratosphere but it also modifies the processes linked with O3 depletion (Shindell, 2001; Solomon, 1999). The radiative and microphysical feedbacks of H2O abundance in the stratosphere may also govern the formation of polar stratospheric clouds over the Arctic or the Antarctic, as the stratosphere cools down (Ramiaswamy et al., 1996; Toon et al., 1989).

The seminal work of Brewer (1949) puts to the fore the mechanisms linked with the abundance of stratospheric WV. It is mainly modulated by the intrusions through the tropical tropopause layer (TTL) (Highwood & Hoskins, 1998). This layer extends from the mean convective outflow (~14 km or 150 hPa) to the highest
altitude reached by severe deep convection (∼19 km or 70 hPa) above which the mass flux is constant (Fueglistaler et al., 2009). That depicts a smooth transition from a convectively modulated troposphere to a radiatively modulated stratosphere at the tropics (Gettelman & de F Forster, 2002; Seidel et al., 2001). Many field campaign measurements (e.g., Jensen, Thornberry, et al., 2017) and modeling studies (e.g., Smalley et al., 2017) report that it is the region of complex dynamical interactions at different scales and speeds, where most of them have a potential role in the stratospheric WV budget. These complex dynamical activities can be resolved into processes such as the slow ascent due to the positive net radiative heating above 14 km to 15 km (e.g., Gettelman et al., 2004; Küpper et al., 2004), the deep convection penetrating through the lapse rate tropopause (e.g., Corti et al., 2008; Danielsen, 1982; Khaykin et al., 2009; Romps & Kuang, 2009), and the atmospheric waves generated by deep convection (e.g., Dinh et al., 2016; Schoeberl et al., 2015). Understanding all these processes and their interactions is of prime importance, given the potential role of the TTL’s WV abundance in the climate evolution (Dessler et al., 2016; Randel & Jensen, 2013).

Several trajectory studies driven by meteorological analyses succeed at least qualitatively in reproducing the WV abundance and its variability rather well in the TTL (e.g., Dessler et al., 2014; Schoeberl et al., 2012) without considering the severe overshooting convection exceeding the level of neutral buoyancy, hereafter referred to as convective overshooting (COV). Thus, it is deduced that most of the WV entry to the stratosphere is due to an advection-condensation mechanism during the slow ascent toward the very cold tropopause, followed by the sedimentation of ice particles (Holton & Gettelman, 2001; Liu, Fueglistaler, & Haynes, 2010). This freezing-drying or cold-trap mechanism leads to the dehydration of air mass entering into the stratosphere at the tropics, and particularly very efficient in the Pacific Ocean where the cold-point tropopause (CPT) is the coldest (Hasebe et al., 2007; Schoeberl & Dessler, 2011). As such, the tropical CPT, a stratospheric feature having dependency on the chemistry of O₃, CO₂, and H₂O (Kirk-Davidoff et al., 1999) and deep convection (Kuang & Bretherton, 2004), regulates H₂O abundance in the lower stratosphere (Randel et al., 2006; Wang et al., 2015).

Gravity waves play a key role in the stratosphere-troposphere exchange (Fritts & Alexander, 2003; Holton et al., 1995). They have a well-observed influence on the net radiative heating and WV exchange that occurs in the upper troposphere-lower stratosphere (UTLS) (Holton, 1983) and are also known for its energy dissipation that can cool down the ambient atmosphere—increasing the favorable conditions for the formation of ice clouds in the TTL (Kim et al., 2016). Admittedly, the deep convection in the tropics is a major driving force in producing inertia-gravity waves (Alexander et al., 1995; Jewtoukoff et al., 2013). Recent works of Schoeberl et al. (2015, 2016) and Kim & Alexander (2013, 2015) put to the fore its significance in the modulation of ice particle formation and WV abundance in the TTL.

In contrast to these large-scale processes, COV may penetrate into the stratosphere, hereafter denoted as stratospheric overshooting convection (SOC), injecting ice particles into an environment that is often sub-saturated, leading to the sublimation of ice in the stratosphere and an increase of WV. This is concluded both by in situ observations (e.g., Khaykin et al., 2009, 2016; Schiller et al., 2009) and modeling studies at the convective system scale (e.g., Chaboureau et al., 2007; Chemel et al., 2009; Liu, Rivière, et al., 2010). The signature of individual overshooting turrets cannot be identified through the satellite-borne WV measurements at global scale, because either of the coarse vertical resolution (e.g., MLS) or the poor precision (e.g., Atmospheric Infrared Sounder) to detect local WV enhancement within a narrow range of altitude in the TTL. Consequently, the quantitative role of SOC on the stratospheric WV with respect to the large-scale dehydration has not been estimated directly so far. However, the stratospheric WV enhancement due to a single event has been estimated to range between 100 t (Hassim & Lane, 2010), 300 t to 500 t (Liu, Rivière, et al., 2010), and 2776 t (Dauhut et al., 2015) with a frequency estimation of 13 overshooting events per minute in the tropical belt (Iwasaki et al., 2010). Lelieveld et al. (2007) estimate the annual mean of upward H₂O flux ∼600t min⁻¹ across 75 hPa on the tropical belt from the general circulation model ECHAM5/MESSy1 during the halogen occultation experiment. Ueyama et al. (2015) estimate an enhancement of ∼0.3 ppmv of H₂O across 100 hPa at a large-scale in the Southern Hemisphere from the trajectory study initiated from convective cloud tops. An indirect signature of the SOC at global scale can be obtained by studying the diurnal cycle of MLS H₂O mixing ratio due to deep convection reaching higher than 100 hPa (Carminati et al., 2014), highlighting the regions where convection is most active, and confirming former results of Liu and Zipser (2005). But none of these aforementioned studies are able to quantify the impact of SOC in the global abundance of stratospheric WV.
One method to advance our knowledge in this topic is the 3-D modeling approach. Because overshooting turrets are known to be of very limited area (typically of a few km² horizontally), the cloud resolving model resolution must be of 1 km or less horizontally and of a few hectometers vertically to properly resolve this process. This makes it difficult to compute a global impact of the SOC on the stratospheric WV abundance. The current work proposes a possible strategy to upscale its effect in a global model, or, as a first step, in a regional model at a continental scale by the use of a subgrid-scale nudging of hydration (or dehydration). A priori, a detailed evaluation of a model should be performed disclosing the key parameters linked to WV abundance in the TTL, that is, height and position of deep convection, thermal structure of the TTL, and inertia-gravity waves generated by convection. This is the aim of the present paper. To set up this platform, we use the Brazilian Regional Atmospheric Modeling System (BRAMS), a 3-D mesoscale model to simulate the TTL over a large part of Brazil during a particular wet season from November 2012 to March 2013. Furthermore, we also take advantage of the balloon-borne measurements from the TRO-Pico campaign at Bauru (22.31°S, 49.05°W) during the same 5 months of observation period (FMOP), radio soundings (RS) at different locations in Brazil, and spaceborne measurements like the Geostationary Operational Environmental Satellite (GOES-12), Microwave Limb Sounder (MLS), and Microwave Humidity Sounder (MHS), in order to evaluate our proposal.

The paper is organized as follows: section 2 describes the mesoscale model, as well as the strategy of its evaluation. Subsequently, section 3 provides the details of the validation tools used, section 4 evaluates the modeled thermal structure and WV variability against the TRO-Pico measurements, section 5 evaluates the simulated deep convection against GOES-12 and MHS, and section 6 discusses the ability of BRAMS in reproducing the inertia-gravity wave. A summary, including further objectives, is given in section 7.

2. Methodology

2.1. Model Description and Setup

The BRAMS (version 4.2 with meteorology tailored to tropics (Freitas et al., 2009)) is a limited area weather model developed at Centro de Previsão de Tempo e Estudos Climáticos/Instituto Nacional de Pesquisas Espaciais, which is derived from the RAMS: version 5.04 (Cotton et al., 2003; Pielke et al., 1992) of the University of Colorado/ATMET. It incorporates a double-moment microphysical scheme having seven hydrometeors (liquid cloud droplets and rain for liquid particles; pristine, snow, hail, graupel, and aggregates for ice particles) (Meyers et al., 1997). Here the number concentrations and mass mixing ratios of hydrometeors are prognostic variables of BRAMS, assuming that each hydrometeor size follows a gamma function $\Gamma(\nu)$ distribution, $\nu$ being the shape parameter. The main differences between BRAMS and RAMS are the parameterization of subgrid-scale cumulus convection, the surface scheme, and the soil moisture initialization. BRAMS incorporates the Grell parameterization of deep convection (Grell & Dévényi, 2002).

On the research and application side, Marécal et al. (2007) show that the BRAMS model is able to simulate the WV distribution in the TTL, but on a relatively shorter time scale using a coarser vertical grid point resolution. Our approach is almost the same, as such a horizontal grid point resolution of 20 km × 20 km is used, keeping in mind the spatial and temporal scale of simulation and computing cost. This resolution is too coarse to produce SOC, which should occur typically on a 1 km × 1 km grid point resolution given a convective parameterization scheme in the model. For initialization and the 6-hourly nudging at the grid boundary of the simulation, the ECMWF (European Centre for Medium-Range Weather Forecasts) operational analyses in pressure levels are incorporated, with no nudging inside the domain. The simulation is carried out for the FMOP having 105 vertical levels starting from surface to 30 km altitude with a resolution of ~100 m between 14.5 km and 18.3 km. The domain of simulation covers the latitude from 7.28°S to 28.41°S and longitude from 38.42°W to 61.48°W, which encompasses a large part of the tropical region of Brazil (the domain of simulation is shown in Figure 5). Note that an evaluation of another mesoscale model WRF (Weather Research and Forecasting) in the TTL has been performed already by Evan et al. (2013), but with a coarser horizontal and vertical grid point resolution on a larger domain. While BRAMS and WRF have a similar origin (Skamarock et al., 2005), the version 4.2 offers a lower number of options due to its optimized aspects for the tropical meteorology. However, a comparison between BRAMS and WRF would be a subjective paper itself, but the following features are highlighted: Data assimilation: in case of BRAMS-only nudging prevails, while WRF includes a more sophisticated var-assimilation system; dynamical core: nonhydrostatic model with possibility of hydrostatic model; boundary condition: a sponge layer at the top of the domain, possibly cyclic conditions at the lateral boundaries with boundary conditions from meteorological operational analysis; double-moment
microphysical scheme: seven types of hydrometeors (five for ice) in BRAMS (Meyers et al., 1997), while five types of hydrometeors (three for ice) in WRF (Morrison et al., 2009).

For our study, the subgrid-scale parameterization for deep convection with the ensemble closure type is chosen. This closure is shown to be the best for tracer transport by deep convection over the Maritime continent (Arteta et al., 2009). The CO₂ vertical profiles in the SiB submodel (Sellers, Randall, et al., 1996; Sellers, Tucker, et al., 1996) initialization and in the radiative parameterization scheme (Harrington, 1997) are updated to 395 ppmv from the values of Pico-SDL A CO₂ spectrometer of the TRO-Pico campaign. For the bulk microphysics, the shape parameter \( \nu \) is set to 2.1 for each category of hydrometeor after performing sensitivity tests in order to get the optimal results based on the comparisons with satellite observations (tests are made using \( \nu = 1.9, 2.0, \) and 2.1). A 5 km deep sponge layer is used to damp the gravity waves at the top of the domain. The typical time step of integration is \( \sim 10 \) s to 30 s to maintain the simulation stability.

### 2.2. Strategy of Model Evaluation

We utilize the TRO-Pico campaign measurements to validate the modeled parameters, that is, temperature, H₂O mixing ratio, and inertia-gravity waves. TRO-Pico is a French funded project which aims at studying the TTL’s WV budget at a local scale, but on two different time scales: the full wet season corresponding roughly to a FMOP from November 2012 to March 2013 and the most active convective periods (IOP, intensive observation period) during the FMOP. The most active convective periods of sampling (IOP) correspond to March 2012 (IOP1) and January–February 2013 (IOP2). During the IOPs, a set of light instruments were launched under small balloons (500 m³ to 1500 m³ open balloons or 1.2 kg meteorological rubber balloons) as close as possible to convective events. The measured parameters were H₂O, CH₄, CO₂ mixing ratios, and particles/aerosols concentration or backscattering ratio. In this study, we make use of the H₂O mixing ratio from the Pico-SDL A and the FLASH-B stratospheric hygrometers during the IOP2, from the Pico-SDL A during the FMOP (see Figure 3a for the list of the profiles), and from the MLS: version 4.2 measurements (see section 4). We also make use of temperature (see section 4) and wind (see section 6) measurements from RS92 SGP radiosondes of the TRO-Pico campaign, and some more temperature measurements from the RS over Brazil during the FMOP. A detailed description of TRO-Pico can be found in Ghysels et al. (2016). Thereafter, the performance of the model in producing convective clouds, both in spatial and temporal precision is investigated, using GOES-12 and MHS measurements (see section 5).

### 3. Validation Tools

#### 3.1. RS92

Within the TRO-Pico campaign, RS with Vaisala RS92 SGP PTU are used. The temperature uncertainty in RS92 is 0.5°C, while the pressure uncertainties provided by the manufacturer for two different pressure ranges are 1.5 hPa for 1,080 hPa to 100 hPa, and 0.6 hPa for 100 hPa to 3 hPa. The RS92 were launched from 23 January to 12 February 2013, with a frequency of one to four measurements per day. Concurrently, zonal wind (u) and meridional wind (v) are collected for inertia-gravity wave analysis. Furthermore, temperature and pressure measurements from the RS92 on board the FLASH-B payload are also taken into account in the temperature climatology (see section 4).

#### 3.2. Upper-Air Soundings

During the FMOP, regular balloon-borne RS measurements of temperature are retrieved from the upper-air sounding database of Wyoming University for six stations in Brazil (see Figure 5d), viz., Alta Floresta (SBAT: 9.86°S, 56.10°W), Curitiba (SBCT: 25.51°S, 49.16°W), Foz do Iguaçu (SBFI: 25.51°S, 54.58°W), Brasilia (SBBR: 15.85°S, 47.93°W), Couiá (SBCY: 15.65°S, 56.10°W), and Galeão/Rio de Janeiro (SBGL: 22.81°S, 43.25°W).

#### 3.3. Pico-SDL A

Pico-SDL A hygrometer is a compact, lightweight, direct absorption infrared spectrometer. The hygrometer allows probing WV at 2.63 µm over a 1 m optical path length in ambient air. The measurement principle is simple: H₂O mixing ratio is extracted from the absorbed signal applying the Beer-Lambert law, knowing temperature and pressure. A full description of the instrument, including its uncertainties, is provided by Ghysels et al. (2016). In the TRO-Pico flight conditions, the measurement uncertainty for a unitary spectrum (10 ms acquisition time, not averaged) in the TTL ranges from 3.5% to 7.5%. In extreme conditions at the CPT (measured to be \(-85.0°\)C), the uncertainty was estimated to be 4.4%. The precision can be improved by averaging over \( N \) unitary spectra, enhancing the signal-to-noise ratio by a factor of \( \sqrt{N} \). The time schedule
of the different measurements used in this study can be found in Ghysels et al. (2016) (see also Figure 3a). Most of the observations were made during the IOP2, while eight other profiles were taken from the FMOP.

3.4. FLASH-B
FLASH is a Lyman-alpha hygrometer. The balloon version of FLASH (FLASH-B) is a compact lightweight sonde developed at the Central Aerology Observatory Russia for balloon-borne WV measurements in the upper troposphere and the stratosphere (Yushkov et al., 1998). The instrument is based on the fluorescent method (Bertaux & Delannoy, 1978), which uses the photodissociation of H₂O molecules exposed to ultraviolet radiation (λ < 137 nm) in vacuum followed by the measurement of fluorescence of excited OH⁻ radicals using a photomultiplier in photon-counting mode. The intensity of the fluorescent light sensed by the photomultiplier is directly proportional to the H₂O mixing ratio under stratospheric conditions (150 hPa to 10 hPa). Each FLASH-B instrument is calibrated in the laboratory against a reference dew point hygrometer MBW 373L (Vömel et al., 2007). The detection limit for a 4 s integration time at stratospheric conditions is approximately 0.1 ppmv, while accuracy is limited by the calibration error amounting to a relative uncertainty of 4%. The typical measurement precision in the stratosphere is 5% to 6%, whereas the combined relative uncertainty in WV concentration is less than 10% throughout the stratosphere.

Here we apply a composite data set of WV profiles from both Pico-SDL and FLASH-B hygrometers to evaluate the modeled TTL. Ghysels et al. (2016) have shown a relative difference of H₂O mixing ratio < 1.9% between Pico-SDL and FLASH-B in the TTL, based on a couple of coincident flights during the TRO-Pico campaign. This constitutes one of the best intercomparison results of WV sensors, making it a fully consistent data set.

3.5. MLS
Satellite-borne aura MLS (version 4.2) WV measurements are used for the FMOP around Bauru, that is, a domain of 24.00°S to 19.00°S and 55.50°W to 43.50°W. As Aura is a Sun-synchronous satellite, depending on the local time and pressure level, MLS H₂O measurement precision can vary in the UTLS, and is more reliable at monthly and seasonal time scales. Version 4.2 of H₂O measurement tends to possess dry biases of >20% at the tropopause level. A full technical description of the MLS: version 4.2 can be found in Livesey et al. (2015) and Yan et al. (2016).

3.6. GOES-12
In order to assess the simulated convective cloud cells in intensity, temporal and spatial precision over Brazil during the FMOP, cloud products (Derrien & Gléau, 2005; Sèze et al., 2015) obtained from the radiance data of visible and infrared radiometer on board GOES-12 provided by the SAFNWC (Satellite Application Facility for supporting NoWCasting and very short range forecasting) are used. In this data set, the cloud top height is available every 15 min with a spatial resolution of 4 km × 4 km. In the SAFNWC scheme, after separating the cirrus clouds from the high opaque clouds using a multispectral threshold test, the cloud radiative altitude of optically thick high cloud is obtained from the 10.8 μm brightness temperature (T_B), ancillary temperature, and humidity profiles. This radiative cloud altitude is placed at 0.4 km to 1.6 km below the physical boundaries of the cloud depending on the opacity of cloud top (Garnier et al., 2012; Minnis et al., 2008). For high-level thin clouds, a correction for semitransparency is applied using two infrared channels, a window channel and a sounding one (Menzel et al., 1983; Schmetz et al., 1993).

3.7. MHS
The locations of COV, that is, the convective turrets penetrating to the TTL, which may also enter into the stratosphere (SOC), within the domain of simulation for the FMOP are collected from the MHS on board the National Oceanic and Atmospheric Administration and Meteorological Operational polar orbiting satellites. We probe the modeled cloud tops to investigate whether the BRAMS is able to produce very high clouds at the locations where overshooting cells (>14 km) were detected. This examination is important for further application of BRAMS to study the impact of SOC on the TTL at a large scale.

This verification is made by using a climatology based on a satellite-borne microwave radiometer, following a method developed by and assessed in Hong et al. (2005) and Rysman et al. (2017). Specifically, they take advantage of the sensitivity of WV channels to frozen hydrometeors for detecting atmospheric convection, and to discriminate COV from the deep convection. This method has been previously used in the tropics by Hong et al. (2008), in Brazil by Funatsu et al. (2012), and in the Mediterranean by Rysman et al. (2016). Using a microwave radiometer and an X-band radar on board a scientific aircraft, Hong et al. (2005) state that for clear-sky conditions, the T_B measured by the three WV channels is always higher for channels with frequencies
farther away from the central frequency, but within convective clouds this relationship is observed to be reversed. Based on these properties, a criterion is deduced for detecting COV using the difference of $T_{B}$ between the WV channels. The present study uses the climatology of COV derived from MHS by Rysman et al. (2017).

4. Evaluation of the TTL Temperature and WV
4.1. Temperature Evolution

4.1.1. Bauru: TRO-Pico Campaign

Figure 1 shows the time evolution of the vertical structure of the TTL temperature profile from 23 January to 12 February 2013 radiosonde ascents with RS92, BRAMS, and ECMWF operational analyses, respectively, at Bauru. Data availability of RS92 is shown using the (black) cross marks, and missing points are linearly interpolated. It should be noted that RS92 provides only 1 to 4 measurements per day, whereas BRAMS has 24 (hourly) data points per day, and ECMWF operational analyses has 4 regular data points throughout the observation period (IOP2).

In Figure 1a, the RS92 measurements show a succession of mild and very cold periods in the first part of IOP2 in the TTL. The cold periods are characterized by temperatures below $-85.0^\circ$C around the cold-point (27 and 29 January and “2 February”—the coldest one being $-87.7^\circ$C, marked with a white box in the plot). The second part of the IOP2 is significantly warmer, especially around 6–8 February 2013. It can be noted that the coldest periods correspond to the CPT having the highest altitudes which are typically above 80 hPa. Conversely, the warmer periods are associated with CPT below 100 hPa. Figure 1b shows the corresponding simulated version of temperature series. It follows the same structure of the observed time evolution, with a strong cooling of the TTL at the end of January/beginning of February, followed by a warming around 6–8 February, and a slight cooling at the end of the IOP2. The CPT series is very similar to the measured one of RS92. The coldest CPT is observed on 29 January 2013 ($-84.8^\circ$C marked with the white box), the same coldest period as per RS92 measurement (2 February 2013), but a bit warmer and appearing few days earlier to the observation. The difference between the observation and the modeled temperature is higher than the RS92 precision of 0.5°C. It can also be noticed that the magnitude of the cooling in the model is not as high as the observations.

In order to examine whether the cooling and warming tendencies, apparent both in the model and in the RS92 measurements, are due to large-scale advection of cold air in the TTL or not, the temperature series from the ECMWF operational analyses used for the boundary conditions of the BRAMS simulation are also displayed in Figure 1c at a position (22.00°S, 49.00°W) near to Bauru, recalling that the ECMWF analyses are nudged just at the boundaries, not at the center of the domain of simulation. It shows that the temperature field follows a similar time evolution, as observed in the RS92 and the simulation (Figures 1a and 1b), respectively. Furthermore, the coldest CPT falls in the same period ($-83.7^\circ$C marked with the white box)—end of January/beginning of February—and is a bit warmer and higher in comparison to RS92. Since we are using the pressure levels to extract the ECWMF operational analyses (in the UTLS, they correspond to 150 hPa, 100 hPa, 70 hPa, 50 hPa, and 30 hPa), the CPT is poorly resolved compared to the ones in BRAMS or in RS92, yet they do display the warming of CPT at the end of January/beginning of February 2013. It can be deduced that most of the time evolution shown here is the consequence of a large-scale process rather than due to the severe convection, which cannot be resolved in the ECMWF analyses. An anomalously cold UTLS is confirmed to be related with the stratospheric sudden warming (SSW) in the Arctic with a consequently large-scale cooling in the tropical belt observed during January and February 2013 in the ATTREX campaign (Evan et al., 2015), also concluded in section S1 in the supporting information. Further comments on this event can be found in section 4.2.

4.1.2. Other Locations in South America: Probing Into CPT

Figure 2 calls attention to the variability of the altitude and temperature series of CPT retrieved from the upper-air database with the concurrent modeled CPT. The altitude time series of the CPT simulated by the BRAMS show a similar pattern of time evolution as observed in RS measurements, although they seem to be warmer and lower in altitude. A summary of biases among them (Table 1) are expressed in two ways. First, they are calculated as the standard deviation ($\sigma$) of the differences ($\delta$) for each individual data point between RS versus BRAMS. Second, they are given by $\bar{X}_{\text{BRAMS}} - \bar{X}_{\text{RS}}$, where $\bar{X}$ denotes the mean value of the CPT during the observation period.

Table 1 quantifies the findings from Figure 2, where the results from BRAMS are always warmer than the observations. This warm bias is higher than the 0.5°C precision of the RS92.
Figure 1. (a) Temperature profile from radio soundings (RS92 SGP), obtained at Bauru (22.31°S, 49.05°W) during the intensive observation period 2 of the TRO-Pico campaign. The time of each sounding is indicated by plus symbols. The black line represents the cold-point tropopause (CPT) altitude. The white box shows the coldest CPT, viz., −88°C observed at ~70 hPa on 2 February 2013. (b) Concurrent temperature profile from the Brazilian version of Regional Atmospheric Modeling System (BRAMS) analyses at the same location, based on hourly data. The white box corresponds to the coldest CPT, viz., −85°C observed at ~85 hPa on 29 January 2013. (c) Concurrent temperature profile near Bauru from the European Centre for Medium-Range Weather Forecasts (ECMWF) analyses, based on four data points per day. The white box corresponds to the coldest CPT, viz., −84°C observed at ~70 hPa on 1 February 2013.

This can be explained by two facts: first, the vertical grid point resolution of ~100 m near the TTL is typically coarser by a factor of about 3 than the RS vertical resolution (~35 m). Second, the ECMWF operational analyses data used for nudging the initial and boundary conditions of BRAMS grid points are already coarser and warmer. Therefore, BRAMS should be qualitatively warmer and lower in representing the CPT. A third hypothesis could be proposed here; that is, the 20 km horizontal grid point resolution implies that COV and SOC cannot be resolved explicitly by the model; thus, the associated cooling of the TTL is absent.
Figure 2. Cold-point tropopause depicting its altitude (solid lines; left y axis) and temperature (dotted lines; right y axis) as a function of time (different periods) from radiosonde measurements (blue) and the concurrent cold-point tropopause evolution generated by Brazilian version of Regional Atmospheric Modeling System (red) at different stations over Brazil: (a) SBAT during November 2012, (b) SBFI during December 2012, (c) SBCY during November–December 2012, (d) SBGL during March 2013, (e) SBBR during January–March 2013, and (f) SBCT during January–March 2013.

4.2. WV Mixing Ratio: TRO-Pico Campaign

Figure 3 shows a comparison of the balloon-borne WV measurements performed during the TRO-Pico campaign at Bauru with the WV profiles from the BRAMS. Most of the profiles shown in Figure 3 belong to the IOP2 (blue and red lines) and also include a few WV measurements obtained during November and December 2012 (black lines) and March 2013 (green lines), that is, part of the FMOP. Here the measurements are obtained from both the balloon-borne Pico-SLDA (solid lines) and FLASH-B (dotted lines) hygrometers. Maximum and minimum values of H$_2$O mixing ratio from the MLS: version 4.2 data are also shown for the same period (dots).

Figure 3a clearly highlights that the WV profiles are usually wetter at the beginning of the wet season (black lines) and drier at the end (green lines). The IOP2 measurements at the peak of the convective activity (blue and red profiles) depict a variability in between the beginning and the end of the wet season. However, the period at the end of January/beginning of February 2013 is observed to be very dry (red lines) with H$_2$O mixing ratio as low as ~2.0 ppmv in the hygropause. Referring to Figures 1 and 3, it can be concluded that the driest period in the TTL corresponds to the coldest period during the IOP2, suggesting dehydration associated with the cold temperature. This striking feature is in line with the observations reported by Evan et al. (2015) in the context of the 2013 ATTREX campaign (Jensen et al., 2013; Jensen, Pfister, et al., 2017). They report very dry measurements of WV from the Global Hawk Aircraft as low as 1.2 ppmv in the stratospheric part of the TTL over the Pacific Ocean on 26 February 2013. This noticeable feature happens later than the dry period during the IOP2 over Brazil. However, Evan et al. (2015) make the link between these dry and cold measurements with a SSW in the Arctic which started at the end of December 2012, and lasted until 23 January 2013. The consecutive TTL cooling was at a maximum around 23 January but was still cold until 1 February 2013 within the latitudes

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Biases in CPT Altitude ($\delta z$) and Temperature ($\delta T$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stations</td>
<td>$\sigma(\delta z)$ (km)</td>
</tr>
<tr>
<td>SBAT</td>
<td>0.705</td>
</tr>
<tr>
<td>SBCT</td>
<td>0.855</td>
</tr>
<tr>
<td>SBFI</td>
<td>0.700</td>
</tr>
<tr>
<td>SBBR</td>
<td>0.958</td>
</tr>
<tr>
<td>SBCY</td>
<td>0.877</td>
</tr>
<tr>
<td>SBGL</td>
<td>0.877</td>
</tr>
</tbody>
</table>
Figure 3. (a) Water vapor (WV) mixing ratio, measured by the Pico-SDL A (solid lines) and FLASH-B (dotted lines) \( \text{H}_2\text{O} \) spectrometers during the TRO-Pico campaign at Bauru. The minimum and maximum \( \text{H}_2\text{O} \) mixing ratios of corresponding pressure levels during the 5 months of observation period in the Bauru region are also shown (dots) from Microwave Limb Sounder: version 4.2 measurements for a domain of 24.00\( ^\circ \)S to 19.00\( ^\circ \)S and 55.50\( ^\circ \)W to 43.50\( ^\circ \)W. (b) WV profiles from the Brazilian version of Regional Atmospheric Modeling System (BRAMS) simulation at Bauru. Profiles for 1200 coordinated universal time to 2359 coordinated universal time are shown starting from 20 November 2012 to 30 March 2013 to be better comparable with the broad variability of WV profiles akin to deep convection from the hygrometer measurements.

In Figure 3, the time evolution of the wettest (black lines) and driest (red lines) periods, both in the measurements and in the simulation, is similar. It is also important to note that the driest (hygropause) profiles in the modeled TTL also correspond to the end of January/beginning of February 2013 with the mixing ratios decreasing to \( \sim 2.4 \) ppmv in the hygropause, which is close to the hygrometers measurements from the TRO-Pico, though not as dry; it is note worthy that on 31 January 2013, Pico-SDL A measurement is \( 2.0 \pm 0.1 \) ppmv at this pressure level. It can be concluded that the WV variability in the region of Bauru, at least during the IOP2, was likely driven by large-scale processes rather than just local deep convection. This is consistent with the conclusion reached from the analysis in section 4.1. Maximum and minimum \( \text{H}_2\text{O} \) mixing ratios available for each pressure level during the FMOP for the MLS: version 4.2 measurements suggest such large-scale dehydration processes. BRAMS cannot fully succeed in computing quantitatively a TTL with very dry conditions in comparison to the observations. Several reasons can be suggested. First, the warmer conditions in the model lead to an underestimation of dehydration, which is concluded by using \( T_{\text{sat}} \) calculation as in Dessler et al. (1995)—see section S2 in the supporting information—and shows that a colder condition by \( \sim 2^\circ \text{C} \) in the model could lead to a drier hygropause by \( \sim 0.4 \) ppmv, as obtained during the TRO-Pico campaign. Second, the ECMWF operational analyses used for nudging the grid points of the simulation.
for initial and boundary conditions are themselves wetter than the observations, noting that the minimum value of H₂O mixing ratio in ECMWF at the hygropause at a location (22.00°S, 49.00°W) near Bauru is ~2.3 ppmv during the driest period of IOP2.

5. Cloud Tops in BRAMS

A set of different criteria are applied in BRAMS to assign cloud tops for thick deep convective clouds, shallow cumulus clouds, and cirrus clouds, so that the obtained cloudy column can be representative of SAFNWC products (space constraint restricts to show the sensitivity tests carried out to decide the cloud column using the ice + liquid mixing ratio). The condensed water content (ice + liquid, g kg⁻¹) is calculated for each level in the BRAMS model using three conditions following the decrease of condensed water with altitude in the different stages of development of convective clouds (Hong et al., 2004). First, if there is any vertical profile having a layer of the condensed water content concentration >0.3 g kg⁻¹, we choose the cloud top of the corresponding grid point to be the highest level having a concentration >0.15 g kg⁻¹. Otherwise, if profiles reaching a water content concentration >0.15 g kg⁻¹, we choose the cloud top to be the highest level having a water content concentration of >0.12 g kg⁻¹. Finally, if both conditions are not fulfilled, the altitude of the cloud top is chosen to be always the layer for which the water content of the corresponding grid point is >0.1 g kg⁻¹ with the highest altitude.

5.1. GOES-12 Versus BRAMS

The estimated cloud tops in BRAMS, calculated every 3 h during the FMOP, viz., 0000, 0300, 0600, 0900, 1200, 1500, 1800, and 2100 coordinated universal time (UTC) are used for the 2-D cross-correlation (CC) analysis (two parameters: position and altitude of cloud tops) with the corresponding SAFNWC products (see Figure 4 for the whole FMOP and Figure 5 for example of direct cloud top comparisons). The satellite data are regridded to 20 km × 20 km resolution before comparing with the modeled cloud top. The CC formula is explained in Appendix A.

In Figure 4a, black areas indicate the absence of SAFNWC products, while white areas represent a null relation. This also corresponds to the situation where most of the grid points within the domain of simulation have no clouds at all, both in BRAMS and GOES-12, respectively. Most of the patterns show positive correlation (blue). The maximum agreement between GOES-12 and BRAMS is found to be 0.67, as can be seen from Figure 5a versus 5b, where the modeled cloud cells are at comparable position and altitude as observed by GOES-12, leading to a positive and high correlation coefficient. Concurrently, only very short periods during the FMOP depict negative correlation (brown), with the lowest value being −0.14. This is demonstrated in Figure 5c versus 5d, where the modeled cloud tops are found where there are no clouds in GOES-12. Thus, most of the time such cases explain the negative or low correlations obtained.

The best correlations are obtained for the period between 1800 UTC (1500 local time (LT)) and 0600 UTC (0300 LT). This corresponds to the period of most mature convection after 1500 LT, or the less active phase before 0300 LT. During the period 2100–2359 UTC, a large cloud cover is commonly observed, while during the rest of the night, a lesser cloud coverage is retrieved from BRAMS, as well as from GOES-12, yielding a good correlation. Similarly, the agreement is less good at the times when convection is starting to be triggered but has not yet reached its mature phase (early afternoon or later, viz., 0900–1500 UTC or 0600–1200 LT), which confirms the well known diurnal cycle of continental deep convection (Carminati et al., 2014; Khaykin et al., 2013; Liu & Zipser, 2005). The model may not be able to trigger this deep convection exactly at a given location at a correct time. But later in the afternoon during the more mature stage of deep convection, the model is performing better, as would be expected.

Figure 4b highlights BRAMS ability in simulating high clouds during the FMOP. It represents three time series illustrating the average value of the percentage of occurrence of high clouds (>10 km) calculated on a daily basis. Since we extract all types of optically thick clouds from GOES-12 (red line), the introduction of another parameter to observe only the deep convective cloud (dotted black line) makes it more specific in terms of the temporal trend to evaluate BRAMS. The chosen parameters are CTTH_Height and CTTH_Effect from the SAFNWC products, where CTTH_Height accounts mostly for all types of optically thick clouds, but the addition of a condition CTTH_Effect = 100 to the former parameter allows to discriminate only optically thick convective clouds (Derrien et al., 2013). Note that in the CC calculation (Figure 4a), only the CTTH_Height parameter is considered. Thus, it can be deduced that percentagewise, modeled high clouds are comparable with GOES-12
Figure 4. (a) Cross-correlation coefficients between the cloud tops measured by the Geostationary Operational Environmental Satellite (GOES)-12 satellite and calculated by the Brazilian version of Regional Atmospheric Modeling System (BRAMS) model for the full domain of simulation during the 5 months of observation period. The coefficients are calculated every 3 h starting from 1 November 2012 0000 coordinated universal time to 31 March 2013 2100 coordinated universal time. (b) Mean value of the percentage of cloud tops >10 km, calculated on a daily basis, for BRAMS (blue line) and GOES-12. The red line represents the high clouds in GOES-12 (including all types of optically thick clouds), while the black dotted line corresponds to only very thick convective clouds.

5.2. MHS Versus BRAMS

Figures 6a and 6b depict the distribution of the modeled cloud altitude at and nearby the COV locations, respectively, detected by the satellite-borne MHS. Figure 6a shows an overall good ability of BRAMS to produce high cloud tops exactly at the position of overshooting cells detected by MHS. In order to account for possible errors in the modeled location of the high clouds, namely, if \((x, y)\) denotes the COV location from MHS, then \((x + \delta x, y + \delta y)\) corresponds to the highest cloud top in the BRAMS model output, where \(\delta x + \delta y\) are <50 km, Figure 6b should be considered. It confirms that the highest altitude of the cloud tops generated by BRAMS around a COV detected by MHS is usually very high (sometimes up to 16 km to 17 km for the maximum of the distribution, just below the 380 K isentrope in the simulation).

The main difference between Figure 6a versus 6b is the bell shape distribution of the altitude of cloud tops below the overshooting cells. The bell shape in Figure 6a starts at a lower altitude of 10 km than in the case of Figure 6b, which is 11 km. Furthermore, the maximum of high cloud distribution, that is, 19% for cloud tops from 13 km to 14 km, is lower for a low range of altitude than the maximum value obtained in the bell shape of Figure 6b, that is, 23% for a higher range of 14 km to 15 km. This implies that the highest modeled
Cloud tops around a COV location are spread in a limited range of high altitudes. In case of Figure 6b, the occurrence of high clouds (14 km to 17 km) is higher with respect to the case Figure 6a. The number of COV occurrence within the bell in Figure 6a, typically for cloud tops higher than 11 km, accounts for 63%, whereas in Figure 6b, it accounts for 75%. It can be concluded that accounting for a possible small error in the computed high cloud positions, the agreement improves significantly in the modeled high clouds versus MHS-detected overshooting cells. This analysis highlights the ability of BRAMS in positioning the highest cloud cells correctly.

**Figure 5.** Cloud tops: (a) and (c) measured by the Geostationary Operational Environmental Satellite 12 satellite on 12 January 2013 0915 coordinated universal time and 4 March 2013 1515 coordinated universal time, respectively. (b) and (d) are from the Brazilian version of Regional Atmospheric Modeling System model during the same time period, as in (a) and (c), respectively. The locations of radio sounding stations from the upper-air database (red dots) and Bauru (green dot) are only shown in (d).

**Figure 6.** Histograms of the cloud top altitudes from Brazilian version of Regional Atmospheric Modeling System at the locations of overshooting cells (>14 km) detected by Microwave Humidity Sounder from 1 November 2012 to 31 March 2013 (5 months of observation period). (a) Cloud top altitude distribution exactly at the positions of overshooting cells; (b) distribution of the highest cloud tops present within the ~50 km radius of overshooting cells. COV = convective overshooting.
Figure 7. Perturbed wind profiles at Bauru from the RS92 measurements during the TRO-Pico campaign and from the Brazilian version of Regional Atmospheric Modeling System (BRAMS) model are shown for the period 23 January to 12 February 2013. (a) RS92 $u'$ profile, (b) BRAMS $u'$ profile, (c) RS92 $v'$ profile, and (d) BRAMS $v'$ profile. The blanks in the RS92 measurements correspond to the absence of data. Clearly visible gravity wave patterns are highlighted with dotted lines in (a) and (d).

6. Gravity Waves

Since it has been shown that gravity waves can influence the presence of cirrus ice particles in the TTL through the temperature field (e.g., Dinh et al., 2016; Schoebet al., 2016), it is worth investigating the ability of the model to reproduce the main wave patterns observed during to the TRO-Pico campaign, based on the RS92 measurements.

6.1. Horizontal Wind Perturbation Profiles

Tsuda et al. (1992) and Tsuda, Murayama, Wiryosumarto, et al. (1994) depict the detection of the inertia-gravity waves from the RS92 PTU RS. In this paper, the RS92 RS of the TRO-Pico campaign at Bauru are used to investigate the inertia-gravity waves during the IOP2. The zonal wind perturbation profile ($u'$) is calculated by subtracting the third-order polynomial function fit of the $u$ profile from itself (Hankinson et al., 2014; Tsuda, Murayama, Nakamura, et al., 1994); simultaneously, the same parameters are calculated from the simulation at Bauru. The polynomial function fit of the zonal wind profile is the mean wind profile ($\bar{u}$). Therefore, the wind profile can be expressed as $u(x, y, z, t) = \bar{u}(z, t) + u'(x, y, z, t)$. Similarly, the calculations are performed on the meridional wind ($v$).

Figure 7 depicts the vertical and temporal trends of the perturbed horizontal velocity from both the RS92 measurements and BRAMS simulations, respectively. In the velocity perturbations, the pattern of oscillations highlights the influence of inertia-gravity waves with a constant phase dispersing downward with time, typical of a negative vertical wave number and a positive horizontal wave number, respectively. The modeled profiles show about the same order of magnitude and patterns of oscillation, as in the measurements during 24–28 January and 2–3 and 7–9 February 2013, and are reasonably comparable with respect to the observed wavelength and periodicity of the inertia-gravity waves (Table 2). It is noticeable that, especially from $u'$ (less from $v'$, more noisy) around 28 January 2013, there is a wave period of about 1 day (more comments in section 6.2) with a vertical wavelength of ~3 km. In the BRAMS around 28 January 1200 UTC, we obtain the same order of magnitude of periodicity with a vertical wavelength of ~2.4 km. It is more visible on the modeled $v'$ profiles than the corresponding $u'$ profiles. Thus, it can be concluded that BRAMS is able to represent the typical behavior of the inertia-gravity waves in the TTL.

6.2. Hodograph Analysis

A hodograph analysis of the $u'$ and $v'$ can highlight a monochromatic behavior of the wave, if it exhibits an elliptical shape (Alexander & Vincent, 2000; Fovell et al., 1992). From the ratio of major axis to minor axis
of the ellipse in the hodograph, information about the wave field with the rotation direction varying with altitude and many intrinsic wave properties can be deduced (Alexander & Holton, 1997; Tsuda et al., 1990). Specific cases obtained from the RS92 measurements during IOP2 of the TRO-Pico campaign and from the BRAMS are shown in Figure S3 in the supporting information, where at least a partially elliptical feature can be identified, indicating monochromaticity of the wave. The intrinsic frequency \( \tilde{\omega} \), observed in a frame of reference moving with the ambient wind \((\bar{u}, \bar{v})\), can be calculated from the ratio of major to minor axes of the ellipse, which is equal to the ratio of \( \tilde{\omega} \) to the Coriolis parameter \( f \). When this ratio is of the order 1, the dispersion relationship is \( \tilde{\omega}^2 - f^2 = \frac{N_B K_h^2}{m^2} \), where \( N_B \) is the Brunt-Väisälä frequency, \( K_h \) is the horizontal wave number, and \( m = \frac{2 \pi}{\lambda_z} \) (Fritts & Alexander, 2003).

Table 2 summarizes the periodicities \( T \) obtained from the hodograph analysis — calculations are given in section S3 in the supporting information. The few hours of time lag between the measurements and the simulation producing gravity wave patterns can be affiliated with the sporadic distribution of their sources, that is, the deep convection.

### 6.3. Influence of ECMWF on BRAMS

In section 4, it is shown that the nudging of ECMWF operational analyses at the boundary conditions could play a role in the temperature and WV variability in the BRAMS results. Therefore, it is important to evaluate its role in the modeled wave activity as well, especially for long waves that can propagate horizontally far from its source. It is found that in the ECMWF operational analyses used for nudging the simulation grid boundary condition and initialization, a similar oscillation is present in the \( u \) and \( v \) profiles, respectively, corresponding to the BRAMS ones. However, due to the poor vertical resolution of the ECMWF analyses, the vertical wavelength \( \lambda_z \) for the cases discussed in section 6.2 cannot be determined precisely. It could be roughly 6 km, but half of it \( \left( \frac{\lambda_z}{2} \right) \), as observed could also be possible. The periodicity of the wave pattern in the south of the domain is \( \sim 1 \) day. Thus, these numbers are compatible with the results from the simulation during the IOP2. Nevertheless, inside the domain, where the ECMWF analyses are not nudged, BRAMS is able to compute a wave pattern with higher harmonics corresponding to the observations, showing that either the source of the wave is inside the domain or that the physics inside BRAMS are able to better resolve this type of wave pattern.

### 7. Discussion of the Results and Future Objectives

The main objective of this paper is to evaluate the ability of the BRAMS model to capture correctly the key patterns of the tropical UTLS, which can have an impact on the stratospheric WV budget. In the current BRAMS setup, the deep and shallow convection is parameterized, and no SOC can be simulated. Having only deep convective activity, the model can simulate the temperature evolution with a relatively precise CPT variation throughout the FMOP at the Brazilian scale, albeit the modeled temperature near the TTL is warmer than the RS measurements. For the same reasons, the \( H_2O \) mixing ratio in BRAMS is observed to be slightly wetter than the measurements obtained from the TRO-Pico campaign. This can be partly attributed to BRAMS vertical resolution in the TTL, and also to the nudging with ECMWF operational analyses having a poor vertical resolution in the UTLS. The fact that no SOC can be simulated in the model may also play a role, as deep penetrating convection should cool down the TTL. Nevertheless, BRAMS follows a correct evolution of the thermal structure and WV abundance in the TTL. An important result also found is that the convective parameterization is exhibiting well the wide variability of convection in the TTL recorded in the observations, with a possible feedback of deep convection on the TTL’s WV budget. Albeit the relatively coarser grid point resolution and larger-scale simulation, the model is able to reproduce relatively high cloud tops of 14 km to 17 km altitude
near the location of overshooting cells detected by MHS. Besides that, the spatial and temporal variability of modeled cloud cells are in good correlation with GOES-12. The BRAMS zonal and meridional winds show the presence of inertia-gravity waves, identified by the TRO-Pico radiosondes; this is also confirmed by the hodograph analysis of similar parameters (wavelength and periodicity).

In conclusion, the BRAMS mesoscale model appears to simulate adequately the main features of the tropical UTLS, emphasizing the notable role of temperature-driven processes in the tropopause to control the ingress of H$_2$O into the stratosphere. It can also be confirmed that SOC is of a smaller importance, yet possibly not negligible on a global scale, for the stratospheric WV budget. It is especially true for this particular wet season when the dramatic cooling and dehydration were observed above the Pacific, as well as in South America, as a response to a SSW in the Arctic.

A future objective will be the implementation of a subgrid-scale nudging for overshooting hydration (or dehydration) in the stratosphere with the same grid point resolution incorporating the MHS measurements, to explore the climatology of SOC on a continental scale.

Appendix A: Cross Correlation

The cross-correlation (CC) coefficients vary between $-1$ and $1$, which quantifies the relationship (covariation) between two different sets of similar variables, and here the CC coefficients are obtained by the 2-D matrix multiplication method as employed by Kishatwal et al. (2009) for wider application, depicting the quality of modeled cloud cells with both intensity, spatial and temporal precision. Here CC is given by

$$CC = \frac{\sum_m \sum_n (A_{mn} - \bar{A})(B_{mn} - \bar{B})}{\sqrt{\sum_m \sum_n (A_{mn} - \bar{A})^2 \sum_m \sum_n (B_{mn} - \bar{B})^2}},$$

where $A$ and $B$ are of the same dimensional matrices, and $ar{A}$ and $ar{B}$ are the mean values corresponding to the data from GOES-12 and BRAMS, respectively.
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