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Abstract. Stratospheric aerosols play an important role in1 Introduction
the climate system by affecting the Earth's radiative budget
as well as atmospheric chemistry, and the capabilities to sim-
ulate them interactively within global models are continu- The study of stratospheric aerosols has traditionally been a
ously improving. It is important to represent accurately both separate activity to that of tropospheric aerosols, inter alia be-
aerosol microphysical and atmospheric dynamical processesause of different observing methods and observing systems.
because together they affect the size distribution and the resFhis has also been true for the modelling efforts because,
idence time of the aerosol particles in the stratosphere. Théue to different residence times of aerosols in the troposphere
newly developed LMDZ-S3A model presented in this article and stratosphere, the relevance and relative importance of the
uses a sectional approach for sulfate particles in the stratovarious processes at play are different. Resolving accurately
sphere and includes the relevant microphysical processeshe size distribution of aerosol particles is crucial to calculat-
It allows full interaction between aerosol radiative effects ing correctly the lifetime, vertical distribution, and radiative
(e.g. radiative heating) and atmospheric dynamics, includingoroperties of aerosol particles in the stratosphere, whereas
e.g. an internally generated quasi-biennial oscillation (QBO)tropospheric aerosol models can in rst approximation rely
in the stratosphere. Sulfur chemistry is semi-prescribed vigon the assumption of self-preserving modes in the aerosol
climatological lifetimes. LMDZ-S3A reasonably reproduces size distribution. Gravitational sedimentation, which is the
aerosol observations in periods of low (background) and highmain loss process for aerosols in the stratosphere (Deshler,
(volcanic) stratospheric sulfate loading, but tends to overes2008), is extremely dependent on the size of the aerosol par-
timate the number of small particles and to underestimatdicles. Coagulation, a fairly non-linear process, is also de-
the number of large particles. Thus, it may serve as a toopendent on the details of the aerosol size distribution. The
to study the climate impacts of volcanic eruptions, as wellimportance of resolving accurately the size distribution, no-
as the deliberate anthropogenic injection of aerosols into théably the large particle tail of the distribution where most of
stratosphere, which has been proposed as a method of gethe sedimentation mass ux takes place, was already identi-
engineering to abate global warming. ed in the early modelling studies (Turco et al., 1979; Pinto
et al., 1989), which used sectional aerosol models with a rel-
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atively high resolution in aerosol size but only one dimension The SPARC stratospheric aerosol assessment report
(i.e. height) in space. (Thomason and Peter, 2006) provides a review of strato-
An accurate representation of dynamical processes irspheric aerosol models as of 10 years ago. It clearly repre-
the stratosphere (e.g. subtropical meridional transport barsents a milestone and stimulated signi cant further model
riers, Brewer—Dobson circulation, stratosphere—tropospherdevelopment since then. As a result, the recent review by
exchange) is also paramount to properly simulate the distriKremser et al. (2016) lists more than a dozen global three-
bution of stratospheric aerosols and their dispersion follow-dimensional stratospheric aerosol models. It should be noted
ing volcanic eruptions. Representing accurately the interplayhowever that several of these con gurations share the same
between aerosol microphysical and dynamical processes caatmospheric general circulation model (GCM) or the same
be presumed to be computationally very expensive as it inaerosol module, and not all of them include the interaction of
volves at least ve dimensions: three space dimensions, theerosols with radiation.
aerosol size dimension, and the time dimension. This means The sectional approach has been adopted by a number of
that, for a given computational cost, some trade-off is nec-these three-dimensional stratospheric aerosols (e.g. Timm-
essary between the representation (or discretisation) of theseck, 2001; Pitari et al., 2002; Sheng et al., 2015). Strato-
dimensions and/or the length of the simulation and the num-spheric aerosols have also been modelled in climate mod-
ber of simulations. One possibility is to exploit the approx- els as an extension of schemes initially designed for tro-
imately zonal symmetry in the stratosphere to reduce thegospheric aerosols. Simple mass-based (i.e. bulk) aerosol
atmosphere to the height and latitude dimensions. This apschemes modi ed to account for gravitational settling of the
proach was used in particular by Bekki and Pyle (1992) andsulfate aerosols have been used occasionally (Oman et al.,
Mills et al. (1999), who retained the sectional approach t02006; Haywood et al., 2010; Aquila et al., 2012). Such mod-
represent aerosol size. els do not represent the growth of aerosol particles, but rely
The increase in computational capability has progressivelyinstead on a xed size distribution for each aerosol type.
allowed the development of three-dimensional models ofMore sophisticated approaches have also been developed,
stratospheric aerosols in the late 1990s/early 2000s. Mostvhereby the aerosol size distribution is approximated by a
of these models were initially chemistry-transport modelsstatistical function with a pre-de ned shape and a few vari-
(CTMs). This so-called of ine approach was often preferred able parameters. The evolution of the size distribution is gov-
because chemistry-transport models are cheaper to run asned through variations in these selected parameters but, by
wind and temperature elds are speci ed according to me- construction, it has only a few degrees of freedom, which
teorological analyses instead of being calculated prognosmay lead to discrepancies and artefacts in the simulated size
tically like in climate-chemistry models. In addition, since distribution. Examples include two-moment modal aerosol
the transport of tracers is driven by meteorological analysesmicrophysics schemes such as the M7 model (Vignati et al.,
the observed day-to-day variability in chemical composition 2004; Stier et al., 2005) and the GLOMAP model (Mann
can be reproduced (at least to some extent), facilitating theet al., 2010; Dhomse et al., 2014), whereby each aerosol
comparisons with measurements. While chemistry-transporinode is represented prognostically by a number and a mass
models are suitable for a broad range of studies, they do notoncentration.
include any radiative feedback between chemical composi- A key question relates to the performance of the differ-
tion and dynamics, and notably ignore the radiative effectsent approaches for representing the aerosol size distribu-
of aerosols on atmospheric dynamics. tion. Weisenstein et al. (2007) compared sectional and modal
Given the importance of stratospheric aerosols for theaerosol schemes. They found that the modal aerosol schemes
Earth's radiative budget, there is also a need to repreperformed adequately against the sectional aerosol schemes
sent stratospheric aerosols in climate models. The volcanifor aerosol extinction and surface area density, but less so
aerosol forcing is important to simulate the temporal evolu-for effective radius. Kokkola et al. (2009) found consider-
tion of the climate system over the last millennium in gen- able deviations in the simulated aerosol properties between
eral, and over the instrumental period (1850 to the presensectional and modal aerosol schemes for elevatet (@
day) in particular. This was initially done by prescribing centrations, but they focused on very short timescales af-
the amount and properties of stratospheric aerosols as (timeer a SQ burst, and it could be that the discrepancy is less
varying) climatologies derived from observations. This wason longer timescales. The modal schemes have the advan-
the case in most if not all of the climate models involved tage of being computationally cheap (relative to the sectional
in the fth phase of the Climate Model Intercomparison schemes), but may have to be “tuned” against results of the
Project (CMIP5) as discussed in Flato et al. (2013), and itsectional scheme. The sectional approach has the advantage
is still expected to be the case in the forthcoming sixth phasehat the number of size bins can be increased to increase the
(CMIP6) (Eyring et al., 2016). However, capabilities to sim- accuracy of the aerosol scheme. If the scheme is numerically
ulate stratospheric aerosols within global climate models arestable, it should converge to a (numerical) solution when the
continuously improving. number of size bins increases. It is thus possible to evalu-
ate the uncertainty induced by limiting the number of size

Geosci. Model Dev., 10, 3359-3378, 2017 www.geosci-model-dev.net/10/3359/2017/



C. Kleinschmitt et al.: LMDZ-S3A-v1 3361

bins, whereas it is dif cult, if not impossible, in the modal 2 Model description
approach to assess the uncertainty induced by the assumption
of pre-de ned aerosol modes with a pre-de ned shape. ThisThe newly developed sectional stratospheric sulfate aerosol
does not mean however that the aerosol sectional scheme wilS3A) module is now part of the LMDZ three-dimensional
always be superior, as in the end, it will be subject to the samatmospheric general circulation model (GCM) described in
computational trade-off as other models, and the relativelyHourdin et al. (2006) and Hourdin et al. (2013). LMDZ itself
large cost of the sectional approach may limit the horizontalcan be coupled to the ORCHIDEE land surface model (Krin-
or vertical resolutions of the atmospheric model. ner et al., 2005), the oceanic GCM NEMO (Madec, 2008)
A climate model with a well-established stratospheric and other biogeochemical or chemical model components to
aerosol capability is the WACCM/CARMA model described form the IPSL Earth system model (Dufresne et al., 2013).
by English et al. (2011) (for WACCM, see Garcia et al., 2007, It is thus possible to use the S3A model to study the climate
and for CARMA, see Toon et al., 1988) which includes a response to volcanic eruptions or SAl. We brie y describe
sectional stratospheric aerosol with all the relevant chembelow the host atmospheric model in Sect. 2.1 and make a
istry and microphysics, along with a high vertical resolution. comprehensive description of the S3A model in Sect. 2.2.
However, the model does not consider aerosol radiative heat-
ing. Recently Mills et al. (2016) used the WACCM modelto 2.1 Host atmospheric model
simulate the time evolution of the stratospheric aerosol over
the period 1990-2014. They nd a good agreement in strato2.1.1 Model resolution and model physics
spheric aerosol optical depth (SAOD) with SAOD derived
from several available lidar measurements by Ridley et al.A full description of the LMDZ model in its LMDZ5A con-
(2014) and in surface area density (SAD) with balloon-borne guration is available in Hourdin et al. (2006) and Hourdin
optical particle counter (OPC) measurements at the Univeret al. (2013). We do not repeat the description here but in-
sity of Wyoming (Kovilakam and Deshler, 2015). stead focus on the evolutions of the model since Hourdin
Our research on stratospheric aerosols is motivated bt al. (2013) and the speci cities of the LMDZ con guration
their interaction with both incoming solar radiation and out- considered in this study.
going terrestrial radiation, and the associated climate re- In the con guration tested here with the S3A module,
sponse to such a radiative forcing. We are interested in awidéMDZ is run with 96 96 grid points, i.e. a horizontal res-
range of stratospheric aerosol burdens: from background levelution of 1.89 in latitude and 3.75in longitude — which
els to the large volcanic loads observed after major erupis the same as for LMDZ5A —, but with a vertical resolution
tions such as El Chichén, Pinatubo (e.g. Dutton and Christyjncreased to 79 layers and a model top height of 75km. The
1992), Krakatoa, or Tambora. Furthermore, we are inter-additional layers are mostly located in the stratosphere so that
ested in studying the potential of stratospheric aerosol injecin the lower stratosphere (between 100 and 10 hPa) the ver-
tion (SAIl) as a geoengineering means to arti cially cool the tical spacinglz is approximately 1 km in this model set-up.
Earth's climate in order to compensate for greenhouse ga3he increased resolution on the vertical aims to “close” the
global warming (e.g. Budyko, 1977; Crutzen, 2006). Recentstratospheric circulation. It is also necessary to generate a re-
reviews of scienti ¢ studies and open questions regarding so-alistic quasi-biennial oscillation (QBO) as discussed below.
lar geoengineering (e.g. Irvine et al., 2016; MacMartin et al.,de la Camara et al. (2016) provide a more extensive descrip-
2016) highlighted again the need for accurate stratospherition of the stratospheric dynamics modelled with this verti-
aerosol models. These research interests motivate the intraally enhanced con guration of LMDZ.
duction of a versatile stratospheric aerosol model within the Our con guration of the LMDZ model differs from that
IPSL Climate Model (IPSL-CM) and its atmospheric compo- described in Hourdin et al. (2013) in that it has a different
nent LMDZ. As a rst step towards this objective we have in- radiative transfer code. In the shortwave, the code is an ex-
troduced a sectional stratospheric sulfate aerosol model in thension to six bands of the initial two-band code that is used
LMDZ model. We have included processes relevant to bothin LMDZ5A (Fouquart and Bonnel, 1980), as implemented
the background and volcanic stratospheric aerosol layer, bun a previous version of the ECMWF numerical weather pre-
also processes relevant to much larger and/or longer emissiodiction model. In the longwave, we use the ECMWF imple-
rates than experienced in typical volcanic eruptions. mentation of the RRTM radiative transfer scheme (Mlawer
In this article we offer a full and detailed description of et al., 1997) with 16 spectral bands. This change in radiative
the aerosol model in Sect. 2. We also evaluate its perfortransfer scheme is motivated by the necessity to account for
mance against available observations. The eruption of Mounthe radiative effects of the stratospheric aerosols in both the
Pinatubo in June 1991 is the last major eruption experienceghortwave (SW) and longwave (LW) parts of the spectrum
by the Earth and was relatively well observed. As such it is awith suf cient spectral resolution.
useful case study for any stratospheric aerosol model and is Finally it should be noted that the timestep for the model
discussed in Sect. 3. physics, 1t phys, is unchanged at 30 min, which is also the
main timestep used for the S3A model.
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2.1.2 Tropopause recognition waves travelling through the QBO sector will likely be ab-
sorbed by the critical levels produced by the SAO. Finally, it
As the model focuses on stratospheric aerosols, the separgs worthwhile recalling that our QBO does not extend down
tion between troposphere and stratosphere (i.e. the locatiogy 100 hPa, in contradiction with observations. In our model,
of the tropopause) is of special importance. The S3A modelt is probably due to the fact that we underestimate the ex-
requires the knowledge of whether a particular model gridplicit slow Kelvin waves that play a crucial role in the lower
box is located in the troposphere or the stratosphere, bestratosphere (Giorgetta et al., 2006; for the Kelvin waves in
cause the processes of nucleation, condensation, evaporatiofiodels, see Lott et al., 2014).
and coagulation are only activated in the stratosphere. Tro- |t js noticeable that the period of our simulated QBO in
pospheric aerosols are treated separately by a standard bugig. 1 shortens and its amplitude increases during the sec-
aerosol model (e.g. Escribano et al., 2016). Also, we have @nd half of the simulation, e.g. as the aerosol layer builds
set of stratospheric aerosol variables that are only diagnosegp in the lower stratosphere. More precisely, the QBO has
in the stratosphere. a period well above 26 months during the rst 5 years be-
To this effect we use the algorithm by Reichler et al. (2003) fore evolving to an almost purely biennial oscillation by the
which is based on the WMO de nition of the tropopause end of the simulation. This could be due to the warming
as “the lowest level at which the lapse-rate decreases t@f the stratosphere induced by the developing stratospheric
2Kkm ! or less, provided that the average lapse-rate beaerosol layer (up to 1.5K in the tropical lower stratosphere),
tween this level and all higher levels within 2km does not which would be consistent with the opposite behaviour found
exceed 2Kkm?'”. We use the FORTRAN code provided by when the stratosphere cools, e.g. in response to an increase
Reichler et al. (2003), which we have adapted to the LMDZin greenhouse gases (for the intensity and period, see de la
model. With this the tropopause pressure is computed at eacamara et al., 2016; for intensity only, see the observations
timestep. In the rare case that the algorithm does not nd thein Kawatani and Hamilton, 2013). As our simulation is quite
tropopause in a grid column, it is set to a default value thatshort, this result should be consolidated by longer runs. It
only depends on the latitude(in radians) through the rela-  should also be kept in mind that since the QBO in our model
tionship is probably oversensitive to changes in greenhouse gases, it
. may also be oversensitive to the aerosol content.
prphP&) D500 200 cos'/: 1) Despite these shortcomings, the self-generated QBO is an

In this case the tropopause is assumed to vary betweefitractive feature of the LMDZ model to study stratospheric

300hPa at the Equator and 500 hPa at the Poles indepeﬁ-erOSOIS and different SAI scenarios. A more realistic simu-
dently of the season. ’ lation of the QBO would require a higher horizontal resolu-

tion.

2.1.3 Quasi-biennial oscillation in the stratosphere . . .
2.1.4 Nudging to meteorological reanalysis

The vertical extension to the LMDZ domain, as discussed ,
above, is accompanied by a new stochastic parametrisation ¢S @n option, the LMDZ model can be nudged to a meteo-

gravity waves produced by convection which is documented©logical reanalysis. This is useful for simulating a historical
in Lott and Guez (2013). This is another difference to the Situation with particular meteorological conditions. Only the

original LMDZ5A model con guration described in Hour- Norizontal wind components andv are nudged. Nudging
din et al. (2013) which did not include this parametrisation. 'S Performed by adding an additional term to the governing
The combination of the extended vertical resolution in thedifferential equations fon andv which relaxes the wind to-
lower stratosphere and the gravity wave parametrisation genvards & meteorological reanalysis:

erates a QBO in the model, as shown in Fig. 1 and docu-@ @u
mented in Lott and Guez (2013). The amplitude of the QBO @t @tewm
around 10 hPa is around 10-15 ntsand is smaller than ob- @v. @v v oy
served (20-25m¢). The easterly phases are also stronger— D — Yreanalysis
and longer in duration than the westerly phases, which is re- @t @tewm
alistic. One subtle difference with the QBO shown in Lott where the relaxation timeis taken to 30 min. Nudging is ac-
and Guez (2013) is that here the connection with the semitivated in the model calculations described in Sect. 3.2 using
annual oscillation (SAO) above is quite pronounced, whereashe ERA-Interim reanalysis reprojected onto the LMDZ grid.
itwas not so evidentin Lott and Guez (2013). This is becausen this case, the reanalysed QBO prevails over the model self-

the characteristic phase speed we have recently adopted fgjenerating QBO described in the previous section.
the convective gravity wave8maxD 30ms 1 (de la Camara

et al., 2016) is smaller than for the convective gravity wave
parameter we used in Lott and Guez (2013). The stronger
connection can be further explained by the fact that more

Ureanalysis U

| @)
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Figure 1. (a) Altitude—time pro le of the zonal wind (in ms?), averaged between 18 and 10N, from a simulation with evolving
background aerosol. The vertical axis shows the logarithm of the pressure (b)Zanal wind at 25 hPa, averaged between $0and
10 N.

2.2 The sectional stratospheric sulfate aerosol (S3A) main loss process in the stratosphere, are very strongly de-
model pendent on the aerosol size.
The lower end of our size range (1 nm) was chosen to
2.2.1 Prognostic variables be close to the size of typical freshly nucleated particles.

We have tried to limit the number of bins by increasing
The S3A module in the con guration introduced here repre-the minimum aerosol size to 10nm or more and feeding
sents the stratospheric aerosol size distribution WhD the nucleation term directly into this bin. However, this re-
36 size bins of sulfate particles, with a dry radius rang- sulted in inaccuracies in the size distribution at both small
ing from 1nm to 3.3um (i.ery D 1nm andry D 3:3um and large aerosol sizes, so this simpli cation was eventually
for particles at 293 K consisting of 100 %;804) and par-  not adopted. Large particles have short residence times and
ticle volume doubling between successive bins [R¢.D therefore very low concentrations in the stratosphere. As a re-
Vici=Wk D r3.;=2D 2 for 1 k <Ng). The number of sult they do not contribute much to the aerosol optical depth;
size binsNg and the corresponding value Bf; representa  hence, it is acceptable to set an upper range to 3.3 pm for our
compromise between the accuracy of the scheme, which inmodelled size distribution. While 36 size bins correspond to
creases with higher resolution in size, and the computationabur current con guration, the size range and size resolution
cost of the model. can easily be changed in our model by adjusting the num-

It should be noted that th are the radii of the “middle”  ber of size binsNg), the minimum dry aerosol sizey), and

of the size bins. The radii of the lower and upper boundariesthe volume ratio between binBy ). All the parametrisations

of bink are described below then adjust to the new size discretisation.
8 r__ Aerosol amount in each of the size bins is treated as a sep-
< 1 arate tracer for atmospheric transport in the unit of particle
riwerp k= Ry forkD 1 I number per unit mass of air as required by our mass- ux
" T ark forl<k Ng scheme (Hourdin and Armengaud, 1999).
8p___
<" TkMct forl k<Npg 2.2.2 Semi-prognostic sulfur chemistry
rePe’D - : (3)

. 3 . . . . .
rk Ry forkDNg Besides the concentrations of aerosol particles in each bin,

the module also represents the sulfate aerosol precursor gases

Other global stratospheric models with sectional aerosolOCS and S@ as semi-prognostic variables and gaseous
schemes have resolutions ranging from 11 to 45 size bin$1,S0;, as a fully prognostic variable. The mass mixing ratios
(Thomason and Peter, 2006). Our model resolution of 36 sizef OCS and S@are initialised to climatological values at the
bins is therefore on the high end of this range. A relatively beginning of a simulation. They are also prescribed through-
high size resolution is required for an accurate modelling ofout the simulation to climatological values below 500 hPa,
stratospheric aerosols because coagulation, an important préut they evolve freely above that pressure level where they
cess in the stratosphere, and gravitational sedimentation, thae subject to advection, convective transport, wet deposi-
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tion, and chemical transformations. The chemical reactionsoncentrations). Under such conditions, we take the colli-
transforming one species to another (OCS inte 8ad SQ sion rate of two HHSO4 molecules as the nucleation rate in-
into HoSO4) during one model timestep are parametrised asstead (H. Vehkamaki, personal communication, 2015), i.e.
exponential decay terms with prescribed chemical lifetimes: Nt D 2,x D 1, and

ol
Nl

M. SO/ 1t phys 3 12kg T
1TSOUD———— TOCU 1 ex — , 4 Jnuc-Niot < 4/ D[H2SO]?  =— _
%=UPy ocs P Tocs @ InueNou< 4/ D[S M. H2SQu/
M. H2SOy/ )
1 TH,SO,UD———— TSOU 3 -
2SOy M. SOy 0] 2V.HSOy/3 (6)
1 exp Ltpnys 5) with M.H,SOy/ the molecular mass of sulfuric acid,
SO ’ [HoSO] the concentration of k5O, (in molecules cm?),

kg the Boltzmann constant, and.H>SO4/ the molecular

with TXUbeing the mixing ratiol X Uthe change in mixing  yojume of HSOs which is computed using Vehkamaki's
ratio, M. X/ the molecular mass, ang the chemical life- density parametrisation.

time of species. , . In order to sort the new particles into the model size bins
Both the climatological values of OCS and 5&nd their i, 53 mass-conserving way, their volume is computed as

chemical lifetimes are taken from a latitude—altitude clima-

tology at monthly resolution from the UPMC/Cambridge \,nuc y M-H2SQu/Norx %

global two-dimensional chemistry-aerosol-transport model " . HoSQOy/

(Bekki and Pyle, 1992, 1993). These quantities are shown . . . :

in Fig. 2. Using prescribed chemical lifetimes means that theWlth the density of sulfuric acid. H,SQu/ taken at the ref-

OCS and S@concentrations do not feed back onto concen-oronee temperature 293. K. The new pgrtw_les are d'Smb_UtE_’d
among the size bins using a method inspired by the distri-

trations of oxidants which oxidise these species. This is 3 ution factorf ;% from Jacobson et al. (1994) described in

Iérg:?;'% 'lt?;no'r“gtgnsocﬂ’iC?\?f;::!ﬁg;; S;fhg]; :?rgic?CgS:sozr Sect. 2.2.6 and Eq. (19). Hereby for each new particle we add
) ’ PSS f ey IUC\f particles to birk, with Vi D 4 1 2 and

In a future study the S3A model will be coupled to the "k

REPROBUS (Reactive Processes Ruling the Ozone BudgeftknucD ®)
in the Stratosphere) model for stratospheric chemistry thatg Viep Ve
is also available in the LMDZ model (Lefévre et al., 1994, 3 Vo vi© voe TOFVk  View<Vkcil k<Ng

1998). 1 fue forVik 1 VC<vVil k> 1
A schematic of the model species and physical processes

: PR ; for V¢ Vil kD1 or

is shown in Fig. 3. The following processes are represented new

aerosol nucleation from gaseous$0y, condensation and View Wkl kD Np

evaporation of gaseous;HOy, coagulation, and sedimenta-

tion of aerosol particles. Dry and wet deposition of gas-phase

species and aerosols in the troposphere is also considered asAs a result the actual particle nucleation rate may deviate

we are interested in the tropospheric fate of the stratospherifrom Vehkaméki's parametrised value. For example, if the

otherwise.

aerosols. nucleated particles have only half the volume of a particle
_ in the smallest model size bin, the number of new particles
2.2.3 Nucleation is only half of the parametrised value, but the3®; ux

from the gas to the particle phase is the same. We favoured

The formation rate of new particles via binary homogeneousconserving sulfur mass over conserving particle number con-

nucleation of sulfuric acid and water vapour is parametrisedcentration. This approximation of the exact value of the nu-

ahs a f:m_Ct'OE of the sulfun(r:] acid g?s—phase concentrationeation rate is not expected to have a very signi cant impact
the relative humidity, and the absolute temperature as degp, the results because the particle size distribution is mainly

scribed by Vehkamaki et al. (2002). This pa_rametrissatioln Pro-determined by coagulation and condensation (English et al.,
vides the nucleation ratéhc in units of particlescm®s =, 5411y Fyrthermore, this approximation is justied in the
the total number of molecules in each nucleated particlgjgn of the large uncertainties arising from parametrising nu-

Niot, and the mole fraction of £8Qy in the new particlex. — jaation rates using grid-box quantities (temperaturgd H
The equations are cumbersome and not repeated here, bUtl—'FZSO4) that neglect sub-grid-scale variations

should be noted that we rely on the Fortran code provided by
Vehkamaki et al. (2002). 2.2.4 Condensation and evaporation of sulfuric acid
The parametrisation is not valid any more under condi-
tions where the number of molecules in the critical clus- The change in size of the sulfate particles through gain from
ter is below 4 (which occurs mainly at large 8O, vapour  or loss towards the 380, gas phase is computed based
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Figure 2. Climatological volume mixing ratios (upper half, in pptv) and lifetimes (lower half, in years or days) of OCS gnpr&uced
by the UPMC/Cambridge model and used as initial and boundary conditions for the LMDZ-S3A model. The left column shows the zonal
and annual mean latitude—height distribution, while the right column shows an annual cycle of the zonal mean value at 20 km altitude.

on the UPMC/Cambridge model parametrisation (Bekki and
Pyle, 1992, 1993).

First the saturation vapour pressure 053, over a paatS PU D101325
at surface is calculated from a relationship given by = 2°% 0:086
Ayers et al. (1980) using the values 0§${; chemical po- exp 10156 . ;e o50c 0 . (9
tentials in aqueous phase listed in the work of Giauque et al. T RT '

(1960, Table I):
with T the temperature, the chemical potential, and
R the ideal gas constant. However, as recommended in
Hamill et al. (1982), vapour pressures ob$0Dy from the
Ayers et al. (1980) relationship are divided by 0.086 to obtain
values close to the measurements of Gmitro and Vermeulen
(1964).
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Evaporation from a particle over one timestep is limited
to its actual HSOy content and condensation is limited by
the available HSOy vapour. How this is dealt with is further
described in Sect. 2.2.5.

Condensation (evaporation) has an impact on the particle
size distribution, shifting particles to larger (smaller) sizes.
To account for this, we rst compute the new particle volume
after adding the uxJx.H2SO4/ over the timestefit :

Jk.H2SOu/1t

Ve DV 1C=T———— .
kinew = Yk Nk. H2SOu/

(14)

whereNg.H2SOu/ is the number of sulfuric acid molecules
in a particle for birk. Knowing this new volume of a particle

Figure 3. Schematic representation of the sulfur species and thecoming from bink and experiencing condensation or evapo-
processes affecting them that are represented in the LMDZ-S3Aation, the distribution among all the size bins (indgxan

model.

We account for the Kelvin effect, whereby the saturation¢ & p

then be computed analogously to Egs. (8) and (19) using a
factor:

(15)

vapour pressure of #80, over a curved surface is higher 8"

than the saturation vapour pressure over a at surface. Th
saturation vapour pressure over a sulfate aerosol particle i

size bink, with radiusry, is

2 M. HxO/

satk t
Prioso, D Pisa, €xp

(10)
with M. H>O/ the molecular mass of water the surface ten-
sion of the sulfuric acid solution (which is setto 72N
the value for water at 20C), and p the density of the sul-
fate particles. The corresponding$0, number density at
saturation is then

satk

p
TH,SO, 3k p —H25% .

keT (11)

Then the ux of SOy between the particle and the gas

phase Jx.H2SQ4/, in molecules particle! s 1 is computed
individually for every size birk following Seinfeld and Pan-
dis (2006, pp. 542-547):

Jk.H2SQu/ D 1 . HSQu/

1C Knk )
1CKnC =. 2Kny/’

[HoSOy]  [H2SOy]52%

(12)

with the molecular accommodation coefcient D 0:1,
V.H>SOy/ the thermal velocity of a bBO; molecule,

and Kng D =ri the Knudsen number, where we use the
parametrisation from Pruppacher and Klett (2010, p. 417) fo

the mean free path of air

Po T

D — 13
o T (13)

with oD 6:6 10 8m for air at standard conditiongg D
101325hPa andy D 29315K.
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"0 otherwise.

2.2.5 Competition between nucleation and
condensation

As both processes, nucleation and condensation, consume
H>SO4 vapour while having very different effects on the par-
ticle size distribution, the competition between the two pro-
cesses has to be handled carefully in a numerical model. Fur-
thermore, this has to be done at an affordable numerical cost,
as we aim to perform long global simulations. We address
this in the S3A module using an adaptive sub-timestepping.
After computing the HSO, uxes due to nucleation and con-
densation in kgHSQOss 1 from the initial bSOy mixing
ratio, a sub-timesteplt ;, is computed such that the sum
of both the nucleation and condensation uxes consumes no
more than 25 % of the available ambient$0, vapour:

[H2SO4lo

1ty D min 0:25 ————
\]nucC Jcond

wherelt phys is the main timestep (30 min in our case), and

r'ngSO4Lé is the LSO, mixing ratio at the beginning of the

timestep. Hence, neither one of the two processes can use up
all the sulfuric acid at the expense of the other process. This
sub-timestepping procedure is repeated up to four times with

a sub-timestep equal to
|
x1
iD1

[H2SQu]o

1t 1<i< 4D min 0:25
a JnucC Jeond

(17)
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where Jnyc and Jeong are updated at each timestep accord-

ing to the updated value of j$O,]. The fourth and nal 8 Vier Vi Ve
sub-timestep is chosen so that the sum of all sub-timesteps § Vier Ve Yy [0rVk Vij <Vical k<Ng
is equal to one timestep of the model atmospheric physics = 5 1 fijk 1 forVik 1 Vij <Vil k>1 19
ij;k ( )
1t phys E 1 forVij  Vkl kD Ng
" | "0 otherwise.
1 - o5 [M2SOdo ® o . . o .
t4Dmax min 0:25 I CI 1t phys 1t As discussed previously, the same distribution factor is ap-
4 nuc’ ~cond jb1 plied for the other physical processes affecting particle size
x3 (i.e. nucleation and the net effect from condensation and
1t phys 1t (18) evaporation). To our knowledge, this is an original feature
jb1 of our model. It should be noted that we have favoured con-

S . ... servation of aerosol mass (and volume) over conservation of
This joint treatment of nucleation and condensation is im- .
aerosol number in all these processes.

perfect, but it has the advantage of being much more com- The semi-implicit approach gives the following equation

putationally ef cient than the usual solutions consisting of : . ; :
. . . - for the concentration of particles in binafter coagulation
taking very short timesteps and much simpler than a simul-

. . . over a timesteft :
taneous solving of nucleation and coagulation. The number A
of sub-timesteps could be increased for increased numerical |

accuracy; however, a number of four sub-timesteps was con- &Pl

: : e c 1t fijk i MCteYcY
sidered to be suf cient. It should be noted that the processes kK (b1 iDL ik i Vit j
of nucleation and condensation, as well as their competition,\/kcl'(tc” D s ; (20)
are only activated in the stratosphere. 1IC1t 1 fik kg ct

jD1 !

2.2.6 Coagulation ,
with Ci'(t the particle concentration in bik at timestept,
The growing of sulfate particles through coagulation is rep-CI-(tCIJ the particle concentration in bi at timestegt C 1,

resented through the semi-implicit, volume-conserving nu-gnq ;j the coagulation kernel. For purely Brownian coagu-
merical scheme described in Jacobson et al. (1994). It is Unption the kernel has the form

conditionally stable even for timesteps of the order of hours.

We restricted the coagulation kernel to its main component 4 r1;Crj D;jCD;

only, i.e. Brownian motion. Secondary components of coag- i riCrj c 4.D;CD;/ (21)
ulation due to convection, gravitation, turbulence, or inter- o 20 2 3 v2,C%2; .riCrj/

particle van der Waals forces are neglected, which may partly nene e PP

explain the underestimation of particle size in Sect. 3. Sensiy,iih the particle diffusion coef cient

tivity studies performed by English et al. (2013) and Sekiya

et al. (2016) simulating the 1991 eruption of Mount PlnatuboD D ksT 1CKn 1:249C 0:42 exp (22)

found that including inter-particle van der Waals forces in- g i Kn;
creased the peak effective radius by 10% and decreased

stratospheric AOD and burden by 10 %. Given that there arevhere is the dynamic viscosity of air, the thermal velocity
only a few measurements to constrain the van der Waals co@f @ particle in bin with massm

agulation term, and the mixed results obtained in our model S
(see Sect. 3.3.1), we do not include this process in our deg; 8ksT 23)
fault model, but offer it as an option in the code of the model P m

(using the enhancement factors from Eqgs. 29 and 30 in Chan )

and Mozurkewich, 2001). Coagulation is only activated in the mean distance from the centre of a sphere reached by

the stratosphere. particles leaving the surface of the sphere and travelling a
For convenience, we repeat here the equations from Jadistance of the particle mean free pagh

cobson et al. (1994). New particles resulting from the coag-

ulation of particles from size binisandj have a combined 2riC o 5 4r2c 2

. . ri pi r pii
particle volumeVj; D V; CV;. They are distributed among ; D : 2ri (24)
the size bins according to the following de nition of the dis- 6ri pi

tribution factorf j;j;y :

3
2

and the particle mean free path

8D;
pi D ——: (25)

Vpi
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2.2.7 Aerosol chemical composition and density Parametrisations of dry and wet scavenging are those of the
LMDZ model and are not described here as they have mini-

The weight fraction of SOy in the aerosol as a function of malimpact on the stratospheric aerosol layer. They are never-

temperature and #D partial pressure is computed following  theless important for modelling the tropospheric fate and im-

the approach described in Steele and Hamill (1981) and als@act at the surface of aerosols or aerosol precursors injected
used in Tabazadeh et al. (1997). In this approach, the watehto the stratosphere.

content of the aerosol particles is assumed to be in equilib-

rium with the surrounding ambient water vapour. The com-2.3  Aerosol optical properties

position is assumed to be constant over the whole patrticle

size range. Averaged optical properties of the particles (extinction cross
The aerosol particle density as a function of temperatureS€ction i in mz per particle in bini, asymmetry param-

and HS0O;, weight fractionwy,so, (in %) can then be com-  tergi, and single scattering albedq) are computed for

tive transfer scheme using refractive index data from Hum-

pD A Wﬁ CB Wn,s0,CC mel et al. (1988). We use our own Mie routine derived from
2SOy 250 . .

_ Wiscombe (1979) and widely tested by the authors. In the

1 0'02.1- 203 (26)  SW, we account for variations of the incoming solar radia-

tion within each band by computing aerosol optical proper-
ties at a higher spectral resolution (24 spectral bands) and
weighting the properties with a typical solar spectrum. In the
LW, we account for variations in the refractive index of the
aerosols within each band by computing aerosol optical prop-
erties at a higher spectral resolution and weighting the prop-
Particles in the stratosphere sediment due to gravity with rties with a black body emission spectrum using a typical
velocity depending on their size and density and ambienttratospheric temperature of 220 K. To avoid Mie resonance

pressure. The Stokes sedimentation velocity (with Cunning€aks in the aerosol optical properties, we subdivide each
ham correction) of a particle in size biris given by aerosol size bin into 10 intervals which are logarithmically

spaced and assume a uniform distribution within the size bin

with the constant® D 7:8681252 10 ©, B D 8:2185978
10 3,C D 0:97968381, and in K.

2.2.8 Sedimentation

ZQYE p  air ) ) for computing average properties. For very small Mie param-
Vsedk D 9 1CKn 1:257C 0:4 eters k < 0:001), which occurs for the smallest particle bins
11 and the longest wavelengths in the infrared, we extrapolate
exp W ; (27) the Mie properties computed foe D 0:001 for numerical
k

stability using known asymptotic behaviour of the scatter-

with the gravity g, the particle density, and the air density ~ing and absorption properties. Aerosol optical properties are
-~ computed once for each aerosol bin assuming a constant sul-
The sedimentation process is computed with a semifuric acid mass mixing ratio of 75% and a temperature of
implicit scheme as described in Tompkins (2005). The con-293 K (conditions for .which the refractive i_ndex_ was mea-
centration of particles in a bik (omitted here for clarity) in ~ Sured) and are then integrated over the size distribution at
the model layej (with j numbered from the top of the at- €very timestep according to the actual local size distribution.
mosphere to the surface) after sedimentation at tim¢tdp ~ Hence, the optical deptlk, the single scattering albedaq,

is given by and the asymmetry parametgrin model layek with parti-
cle concentration€; (in particles per rf) and the vertical
c’cctG L2 i1t e extentlz x (in m) can be computed as
C-'ICII D | ] j1zj ) (28)
] 1C +\/j.ltphys ' XIB 1)&8
i4Z] kD iCiklzgl '¢D — i iCiklzl
with vj the sedimentation velocity,; the air density, and D1 Kip1
1z; the thickness of layey. The scheme is solved down- 1 Xs
P ; o D— il iCiklzk: (29)
wards, it is very stable, and a timestipnysof 30 minisap- 9« D giti itikiZk
“Kip1

propriate for our model vertical resolution. Unlike the aerosol
processes described above, it is active not only above but alsBerosol optical properties are also computed at specic
below the tropopause. It is applied to all bins of the aerosowavelengths (443, 550, 670, 765, 865, and 1020 nm, and
size distribution, but has a noticeable impact only on largerl0 um) for diagnostic purposes. It should be noted that in the
particle bins. LW, the RRTM model neglects scattering and only accounts

Once the particles cross the tropopause they are rapidly refor absorption. Hence we only feed the model with the LW
moved from the troposphere through wet and dry depositionabsorption optical depth at each model layer.
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Figure 4. (a) Annual mean latitude—longitude distribution of the stratospheric AOD at 55@QriZonal mean latitude—time distribution of
the stratospheric AOD at 550 ni{t) Zonal mean latitude—height distribution of the stratospheric aerosol extinction coef cient'{kat
550 nm.(d) Mass size distribution at different latitudes (in kg ®). All variables are from the 10th year of the simulation with no volcanic
input in the stratosphere and are assumed to represent a steady state.

3 Model validation 0.002-0.0025 at 525 nm (in the tropics and at mid-latitudes)
during the period of very low stratospheric sulfur loading
3.1 Non-volcanic background aerosol around the year 2000 (e.g. Vernier et al., 2011). The global

stratospheric aerosol burdenis 0.08 Tg S and the mean dry ef-
The capability of our model to simulate a reasonable backfective radius is 62 nm. The dry effective radius increases to
ground stratospheric sulfate aerosol is tested by running thd 06 nm if only particles with radii larger than 50 nm, which
model for a decade with climatological monthly and zonal Make up 84 % of the burden, are taken into account.
mean OCS and SCconcentrations and lifetimes (shown in ~ Figure 4 shows that the aerosol layer is distributed over the

Fig. 2) as the only boundary conditions. In this set-up theWhole globe, but is thicker and lower in altitude at high lati-
model is not nudged to meteorological reanalysis. tudes than in the tropics. The SAOD is highest at the summer

The self-evolving aerosol distribution reaches a steadyp°|e- Unfortunately, there are too few observations and data

state or equilibrium (subject to seasonal variations) aftersets (with a clear delineation of the tropopause) to validate or
about 5 years. In this steady state the global mean stratghvalidate the latitudinal and seasonal distribution generated

spheric aerosol optical depth (SAOD) at 550 nm is 0.002,PY our stratospheric aerosol model.
which is in good agreement with the observed SAOD of
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Figure 6. Modelled annual mean stratospheric burden (in Tg S) and
uxes (in TgSyr 1) of the represented sulfur species. The values
are given for steady-state background conditions without any strato-
spheric volcanic emissions. Advection can take the species out of

) ) ) the stratosphere into the troposphere, where they can be removed
Figure 5. Vertical pro le of the cumulative aerosol number con- py wet and dry deposition.

centration (cm 3) for three channelsr 0:01pum in light blue,

r> 0:15um in orange, and> 0:5um in dark blue) at Laramie,

Wyoming (41 N, 105 W), inthe style of Sekiya etal. (2016). Solid  zerosol lifetime of 233 days can be explained by the fact that
lines show the modelled monthly mean, while the crosses indicatemost of the aerosol is only slightly above the tropopause and

the range of daily mean concentrations within that month. Opticalat high latitudes, where it can enter the troposphere more eas-
particle counter (OPC) measurements from Deshler et al. (2003) arﬁy and gets removed quickly via wet and dry deposition
shown as symbols connected by dashed lines. ’

3.2 Mount Pinatubo eruption 1991

The comparison of the modelled particle size distribution The eruption of Mount Pinatubo (Philippines) in June 1991
at different latitudes shows that there are almost as manyvas the largest of the 20th century. Observations of the vol-
small particles at the Equator as at mid and high latitudescanic aerosols in the following months and years offer a
but considerably less in the optically relevant size range. Thaunique opportunity to evaluate the performance of strato-
aerosol layer is zonally quite homogeneous, with deviationsspheric aerosol models such as LMDZ-S3A under conditions
from the zonal mean value within15% for optical depth  of relatively high stratospheric sulfate loading.
and 25% for effective radius around 30l/S and within In order to get a realistic spatial distribution of the aerosols

5% at low and high latitudes. in the simulation, horizontal winds are nudged to ECMWF

In Fig. 5 we compare the modelled size of the backgroundERA-Interim reanalysis elds and sea surface temperatures
aerosol to observations in May 2000, a period of very low (SSTs) are prescribed to their historical values. The simula-
stratospheric sulfate aerosol burden. While the modelled contion is initialised in January 1991 from the end of the 10-year
centrations of particles with radius> 0:01 andr > 0:15um  spin-up simulation (see Sect. 3.1). On 15 June 1991, 7TgS
in the lower stratosphere (below 19 km) match the observain the form of SQ are injected into the grid cell, includ-
tions quite well, the deviation increases with altitude. Theing Mount Pinatubo at 15N and 120 E over a period of
concentration of larger particles with radius 0:5umisun- 24 h, and vertically distributed as a Gaussian pro le centred
derestimated everywhere by the model by roughly 1 orderat 17 km altitude with a standard deviation of 1 km. This ini-
of magnitude. This may be due to the fact that the obsertial height was adjusted as a free parameter after comparing
vations are from a period still slightly in uenced by prece- the resulting aerosol distribution of simulations with emis-
dent eruptions, i.e. not from pure background conditions. Butsion at 16, 17, and 18 km to observations (see Fig. 7). This
the model is also missing secondary sources of stratospheriojection height may seem quite low compared to other sim-
aerosol (e.g. meteoritic dust), which might be relevant in suchulations of the eruption, but it should be recalled that our
a background case. model takes into account the interaction of aerosols with the

Figure 6 shows the modelled stratospheric sulfur budgetadiation. The evolving aerosol has a net heating effect on the
under background conditions in steady state (11th year). Insurrounding air through absorption of solar and terrestrial ra-
terestingly, the major part of the stratosphericoS®@mes  diation (only partly compensated by emission of terrestrial
from the troposphere, and only a minor part from the con-radiation), which (together with the ascending branch of the
version of OCS occurring above the tropopause. This mighBrewer—Dobson circulation) causes a signi cant uplift of the
be partly caused by the relatively long lifetime of OCS (here volcanic aerosol plume to more than 25 km altitude 3 months
8years on average). The $@& converted to HSOy with after the eruption. This radiatively driven uplift was already
a lifetime of 36 days, while sulfuric acid has a lifetime of described by Aquila et al. (2012), who also found the best
44 days with respect to conversion into particles (consider-agreement between the simulated and the observed sulfate
ing both nucleation and condensation). The relatively shortcloud if the SQ is injected at an altitude of 16 to 18 km.
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Figure 7. Temporal evolution of the zonal mean aerosol extinction coef cient (kjrat 1020 nm. Monthly mean latitude—height distributions

in September 1991 ( rst row), December 1991 (second row), and June 1992 (third row). Observation-based CMIP6 aerosol data set ( rst
column), and simulations with emission of g@t 16 km (second column), 17 km (third column), and 18 km (fourth column). The vertical

axis shows the height in km and the black line indicates the modelled tropopause.

The resulting spatial distribution of the aerosol extinction  Figure 9 shows that the 7 Tg S emitted as;3fDring the
coef cient is compared to satellite and ground-based ob-eruption are quickly converted into particles. The aerosol
servations that are compiled in the CMIP6 aerosol data seburden reaches its maximum 4 months after the eruption and
(L. Beiping, personal communication, 2016) in Fig. 7. The then decreases slowly until it reaches a background value
simulation with emission of SPat 17 km was selected as again after 4 to 5 years. The;BO, burden increases more
the best t, because the height of the maximum extinction slowly than the aerosol, probably because it requires more
coef cient at 1020nm in September and December 1991 istime to transport the sulfur to the higher stratosphere. This
closest to the CMIP6 data. In contrast, emission at 16 km reis the only region where a larger reservoir of sulfuric acid
sults in faster meridional transport in the lower stratospherevapour can remain because particles tend to evaporate at the
and therefore an overly fast decrease in aerosol extinction aflocal temperature and pressure.
ter the eruption, while emission at 18 km produces an aerosol Particle size is compared to the continuous optical parti-
layer considerably higher in altitude than observed. cle counter (OPC) measurements by Deshler et al. (2003) at

The modelled evolution of the SAOD at 550nm is also 41 Nin Figs. 10 and 11.
compared to a climatology from Sato (2012) and to SAOD The modelled stratospheric effective particle radius in the
simulated with the WACCM model by Mills et al. (2016) grid cell containing Laramie, Wyoming (4N, 105 W), isa
in Fig. 8. The global mean SAOD increases a little faster inbit lower than that measured by the OPC, but mostly within
LMDZ-S3A than in the Sato climatology, but just as fast as the given uncertainty of the measurement, if one takes into
in WACCM. LMDZ-S3A slightly underestimates the maxi- account particles of all sizes. However, the sensitivity of the
mum value of 0.15 from the Sato climatology and decrease©©OPC to small particles with a radius below 0.15um (the
at approximately the same rate of 7-8 % per month, while thesmallest size class measured directly by the OPC) is not very
decrease in WACCM, which includes several minor volcanic well known. If only particles with a dry radius above 0.15 pm
eruptions after Pinatubo, is slower. All three latitudinal distri- are considered and the smaller ones are completely ignored
butions of the zonal mean SAOD are overall in good agree-in the model, the effective radius is mostly overestimated by
ment, but with an earlier decrease in the tropics in LMDZ- the model. But as the OPC's sensitivity to the small particles
S3A and with a stronger asymmetry towards the Northerncan be assumed to lie in between these two extreme cases (all
Hemisphere in the WACCM simulation. or nothing), the agreement between modelled and observed

particle size may be judged as good.
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Figure 8. Evolution of the zonal mean stratospheric aerosol optical depth (SAOD) at 550 nm modelled with LMD@&)S®#npared to the
climatology from Sato (2012) and to SAOD simulated with WACCM by Mills et al. (2016)), as well as the global mean SAQD).
Note that, unlike our simulation, WACCM includes small volcanic eruptions that occurred after that of Mount Pinatubo.

In Fig. 11 the modelled and observed particle size distribu-tation, and turbulence. Among these additional terms, only
tions 5, 11, and 17 months after the eruption are comparedhat due to van der Waals forces has been considered by
The model tends to overestimate particle concentrations ofome authors (English et al., 2013; Sekiya et al., 2016). Both
all size bins in the higher stratosphere, but reproduces the otstudies rely on the calculations of Chan and Mozurkewich
servations of > 0:01 andr > 0:15um particles fairly well ~ (2001), who measured coagulation for sulfuric acid parti-
at lower levels. The concentration o 0:5pum particles is  cles of identical size and inferred an enhancement factor
underestimated at the height of highest concentrations (17-ever Brownian coagulation for the limit cases of the diffu-

21km). sion (continuum) regimeH. 0/) and the kinetic (free molec-
ular) regime E. 1 /). These enhancement factors are not di-
3.3 Sensitivity studies under Pinatubo conditions rectly usable in our model because stratospheric conditions
encompass both the continuum and the free molecular cases
3.3.1 Sensitivity to van der Waals coagulation and the equations in Jacobson et al. (1994) cover the gen-
enhancement factor eral case. But in order to determine the impact of neglect-

ing van der Waals forces, we applied the parametrisations of
In LMDZ-S3A we have only considered Brownian coag- the enhancement factor of Chan and Mozurkewich (2001) to
ulation (Jacobson et al., 1994). Other terms for coagulathe coagulation kernels of Jacobson et al. (1994) and per-
tion include those due to van der Waals forces, sedimen-
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Figure 9. Evolution of the modelled stratospheric sulfur burden and

its distribution among the different species for the period from Jan-
uary 1991 to December 1996, including the Pinatubo eruption (but
no other eruptions).

Figure 10. Stratospheric effective particle radius at Laramie, Figure 11. Vertical pro le of the cumulative aerosol number con-
Wyoming (41 N, 105 W), as simulated by the LMDZ-S3A model centration (cm 3) for three channelsr& 0:01um in light blue,
and observed with optical particle counters (Deshler et al., 2003)r > 0:15um in orange, and> 0:5pm in dark blue) in Novem-
Error bars of the measurements were determined from the 40 %er 1991, May 1992, and November 1992 at Laramie, Wyoming
uncertainty in aerosol surface ar@aand volumeV assuming a (41 N, 105 W), in the style of Sekiya et al. (2016). Solid lines
correlation coef cient of 0.5 betweeA at different altitudesy at show the modelled monthly mean, while the crosses indicate the
different altitudes, ané andV at the same altitude. range of daily mean concentrations within that month. Optical par-
ticle counter (OPC) measurements from Deshler et al. (2003) are
shown as symbols.

formed two additional simulations of the Pinatubo eruption:
a rst one with coagulation enhanced uniformly by the fac-
tor E.0/ and a second one with coagulation enhanced unithat there are only a few measurements to constrain the van
formly by the factorE.1 / (which is generally larger than der Waals coagulation term, and the mixed results obtained
E. 0/). For colliding particles of identical size and a tempera- in our model, we do not include this process in our default
ture of 298 K,E. 0/ andE. 1 / have values of 1.25 and 2.27, model, but offer it as an option in the code of the model.
respectively. The actual enhancement factor for stratospheric
conditions can be expected to lie in between these two case8.3.2 Sensitivity to the SQ chemical lifetime

As in previous studies, the van der Waals coagulation term
improves the comparison to observation for particle numberA limitation of our model when simulating very large $0
concentration (not shown) and particle average size (showimjections might be the assumption of a constang Sfkem-
in Fig. 12), but it makes it a little worse for AOD, as shown in ical lifetime (and hence a constant OH mixing ratio). Bekki
Fig. 13, with the global mean stratospheric AOD peaking too(1995) showed that a constant Slidetime is not justi ed for
low (and too early) compared to the Sato climatology. Givenan eruption as large as that of the Tambora. In order to test
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Figure 12. Stratospheric effective particle radius at Laramie, Figure 13.Evolution of the global mean stratospheric aerosol opti-

Wyoming (41 N, 105 W), as simulated by the LMDZ-S3A model  cal depth (SAOD) at 550 nm modelled with LMDZ-S3A compared

and observed with optical particle counters (Deshler et al., 2003)10 the climatology from Sato (2012) and to SAOD simulated with

The light blue (orange) line shows the model result for coagulationWACCM by Mills et al. (2016). The dashed (dotted) line shows the

enhanced by the continuum regime van der Waals enhancement fagnodel result for coagulation enhanced by the continuum regime van

tor E. 0/ (the kinetic regime enhancement fackarl /). der Waals enhancement factér0/ (the kinetic regime enhance-
ment factorE. 1 /).

the sensitivity of our results to the assumed globa) $©
moval rate, we performed another Pinatubo simulation with
SO, lifetimes increased by a factor of 2 on the day of the
eruption and decreasing linearly to normal values within 1
month. It appears unlikely that the OH effect impacted the
global SQ lifetime beyond this factor of 2, notably when
compared with observational studies of the volcanic 8&
cay. Analyses of S@observations after the eruption give a
global SQ lifetime ranging from 23 to 35 days (Bluth et al.,
1992; Read et al., 1993). We nd that the increase in assumed
SO, lifetime delays and increases slightly the peak of the
global mean AOD (shown in Fig. 14). However, overall the
sensitivity to the S@ lifetime appears to be small. There-
fore we conclude that using a prescribed chemical lifetime is
probably not a major limitation of our model, except for very

large SQ injection rates, although it is desirable of course to Figure 14. Same as Fig. 13, but here the dashed line shows the
improve the model in that respect in future studies. model result for an S@lifetime doubled on the day of the eruption,
decreasing linearly to climatological values within 1 month.

4 Conclusions

solar and 16 terrestrial spectral bands. The tropospheric fate
In this article we have presented a newly developed seceof stratospheric sulfate aerosols is also simulated.
tional stratospheric sulfate aerosol (S3A) model as part of the The comparison of model output and available observa-
LMDZ atmospheric general circulation model. A strength of tions for low and high sulfur loadings shows that LMDZ-
our model is that it can readily be coupled to other compo-S3A is an appropriate tool for studying stratospheric sulfate
nents of the IPSL climate (and Earth system) model to per-aerosols with a focus on the evolution of particle size dis-
form climate studies. The S3A model includes a representribution and the resulting radiative effects. Therefore it can
tation of sulfate particles with dry radii between 1 nm and be used for simulations of volcanic eruptions like that of
3.3um in currently 36 size bins, as well as the precursorMount Pinatubo in 1991, or even larger ones like Tambora
gases OCS, Sfand BbSOy. The aerosol-relevant physical in 1815, for which studies with appropriate aerosol-climate
processes of nucleation, condensation, evaporation, coagulaodels linking sulfur emission and climate impact derived
tion, and sedimentation are represented together with interfrom proxies are needed. It can also be used for simulations
active aerosol optical properties and radiative transfer in 6of deliberate stratospheric aerosol injections in order to study
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