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ABSTRACT

Images in fluorescence microscopy are inherently blurred due to the limit of diffraction of light. The purpose of deconvolution microscopy is to compensate numerically for this degradation. Deconvolution is widely used to restore fine details of 3D biological samples. Unfortunately, dealing with deconvolution tools is not straightforward. Among others, end users have to select the appropriate algorithm, calibration and parametrization, while potentially facing demanding computational tasks. To make deconvolution more accessible, we have developed a practical platform for deconvolution microscopy called DeconvolutionLab. Freely distributed, DeconvolutionLab hosts standard algorithms for 3D microscopy deconvolution and drives them through a user-oriented interface. In this paper, we take advantage of the release of DeconvolutionLab2 to provide a complete description of the software package and its built-in deconvolution algorithms. We examine several standard algorithms used in deconvolution microscopy, notably: Regularized inverse filter, Tikhonov regularization, Landweber, Tikhonov–Miller, Richardson–Lucy, and fast iterative shrinkage-thresholding. We evaluate these methods over large 3D microscopy images using simulated datasets and real experimental images. We distinguish the algorithms in terms of image quality, performance, usability and computational requirements. Our presentation is completed with a discussion of recent trends in deconvolution, inspired by the results of the Grand Challenge on deconvolution microscopy that was recently organized.
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1. Introduction

The widespread development of fluorescent-labeling techniques has rendered fluorescent microscopy one of the most popular imaging modalities in biology. An epifluorescence (a.k.a. widefield) microscope is indeed the simplest modality for observing cellular structures: After labelling with a fluorescent dye, the biological specimen is illuminated at the excitation wavelength. The fluorescence emission is used to form the image. A 3D acquisition of the cell is built as a z-stack of 2D images, by moving the focal plane through the sample.

Unfortunately, the resolution of 3D micrographs is intrinsically limited by the diffraction of light; structures closer than the Rayleigh criterion cannot be distinguished. For a popular fluorophore (DAPI, emission wavelength $\lambda = 470$ nm) and for the standard numerical aperture $\text{NA} = 1.4$ and diffraction index $n_i = 1.51$ nm, the Rayleigh criterion predicts that it is impossible to observe details smaller than about 0.61 $\mu m \approx 200$ nm in the lateral sections and $2\pi \frac{\lambda}{NA} \approx 700$ nm along the optical axis [1]. Thus, the resolution is anisotropic, i.e., the resolution along the depth axis is lower than the resolution in the lateral dimensions. Moreover, this resolution is usually insufficient to satisfy the current demands of biological research for the visualisation of intracellular organelles. The impact of diffraction is perceived as a blur, where fine details are obscured by the haze produced by out-of-focus light. The acquired blurred image can be mathematically modeled as the result of convolution the observed objects with a 3D point-spread function (PSF). This PSF is the diffraction pattern of the light that would be emitted from an infinitesimal point-like object and collected by the microscope. In other words, the PSF sums up the effects of the imaging setup on the observations.

There are two approaches to improve the resolution: (i) changing the microscope design to improve the shape of the PSF (e.g. confocal, multiphoton and most super-resolution microscopy modalities), (ii) numerically inverting the blurring process to enhance micrographs: the deconvolution. The ultimate goal of deconvolution is to restore the original signal that was degraded by the acquisition system (see Fig. 1). It relies on methods that have to be carefully optimized to preserve biological information. We present these methods in Section 3.

Deconvolution is a versatile restoration technique that has been found useful in various contexts such as biomedical signal processing, electro-encephalography, seismic signal (1D), astronomy (2D), or biology (3D). It performs well in 1D or 2D, but its results are the most impressive for 3D volumetric data, especially when the PSF is large axially. In this case, 3D deconvolution has the capability to combine lateral and axial information when restoring the original signal.

Deconvolution has multiple advantages. It is applicable to even the simplest optical setup, reducing financial costs and streamlining the acquisition pipeline. In addition to the resolution improvement, indirect benefits of deconvolution are contrast enhancement and noise reduction. As it mitigates the effect of noise, it can be used in low-light condition. The dim excitation light lowers bleaching probability of fluorophores and is therefore beneficial in terms of photo-toxicity in living cells. Not surprisingly, deconvolution is used routinely by microscopists and has become a popular pre-processing tool to further image-analysis steps such as segmentation and tracking. Unfortunately, without a proper tuning of the algorithms parameters, the deconvolved volume can be corrupted by artifacts that might prevent sound biological interpretation. Among such possible degradations, the most notable ones are noise amplification, ringing (known as Gibbs or Runge phenomenon) and aliasing (both spatial and spectral).

The deconvolution of micrographs was first investigated by Agard and Sedat [2]. Many variations and improvements have been proposed since then [3–7]. Some of these “deconvolution microscopy” methods led to various commercial and open-source software implementations [8,9]. The typical cost of a commercial package varies between USD 5000 and USD 10,000. At the time of writing this paper, the most popular ones are: Huygens (Scientific Volume Imaging); DeltaVision Deconvolution (Applied Precision, GE Healthcare Life Science); and AutoQuant (MediaCybernetics). Some of these commercial solutions (e.g., Huygen) specialize in the processing of large data and are capable of running unattended deconvolution in batch mode [10].

Meanwhile, several open-source deconvolution solutions exist too, often taking the form of an ImageJ1 plugin. One of the first such platform that was made available is the popular DeconvolutionLab software developed at the Biomedical Imaging Group (EPFL) and detailed in the present paper. Freely distributed, DeconvolutionLab hosts various algorithms for 3D microscopy deconvolution and drives them through a user-oriented interface. Other open-source softwares also exist, including Nick Linnenbrügger’s DeconvolutionJ, Bob Dougherty’s Iterative Deconvolve 3D2 which implements a deconvolution approach for the mapping of

Deconvolution of three-dimensional data is a computationally heavy process. Fortunately, the last decades have seen a strong increase in the general accessibility to computing power. Without special equipment, it has now become possible to deconvolve data of practical size (512 × 512 × 64) on a 8 GB consumer-grade computer in less than a couple minutes. Thus, the number of users having gained access to deconvolution has grown markedly through the years, which stresses the need for accessible and user-friendly software packages for deconvolution microscopy. This need is heightened by the fact that many potential users are biologists or life-science students, who may lack in computer and algorithmic literacy, so that they would have to be educated about the different available algorithms. Among others, the required skills address the selection of parameters, the control of computational and memory costs, and the recognition of restoration artifacts.

In this paper, we take advantage of the release of DeconvolutionLab2, the revamped sequel of DeconvolutionLab, to provide a complete description of the software and its built-in deconvolution algorithms. In regards to the aforementioned pedagogical aspects, the present paper equally intends as a step toward the education of inexperienced users.

2. DeconvolutionLab2: A Java open-source software package

Although microscope manufacturers may sometimes propose well-integrated software packages, their solutions are often mere black boxes. This situation prevents users to make an informed choice on which commercial deconvolution software is the most appropriate for their task at hand. Conversely, many deconvolution methods have been described in the scientific literature over the past twenty years, sometimes accompanied by open-source implementations. But even then, end users who do not master the underlying principles of deconvolution might face difficulties in selecting the method best suited to their needs. Moreover, academic packages meant to investigate some aspects of an algorithm are usually poorly designed in terms of user interface and applicable only to a specific class of signals.

At the Biomedical Imaging Group (EPFL), we have taken upon ourselves to develop the freely available software package DeconvolutionLab2 to experiment with 3D deconvolution microscopy. DeconvolutionLab is a software platform that hosts various algorithms and drives them through a unified and user-friendly interface. After ten years of experience with this package, we have revamped it and renamed it DeconvolutionLab2. This second version keeps the same key ingredients that made the success of the first version: Java source code, efficient FFT (fast Fourier transform), pluggable algorithms and an accommodating user interface.

2.1. DeconvolutionLab: The original ImageJ deconvolution tool

DeconvolutionLab was initially developed for educational purposes at EPFL. For over a decade it has been allowing students to conduct deconvolution experiments with the most representative classical algorithms, as well as with some more recent ones such as fast iterative soft-thresholding [11], Richardson–Lucy total variation [12], and thresholded Landweber [13]. Nowadays, we still train students with the help of DeconvolutionLab.

We have made DeconvolutionLab freely available since its release as an ImageJ plugin. As ImageJ is the de facto standard software tool of biological imaging, most biologists know how to install DeconvolutionLab on their own and can rapidly experiment with it. The package permits the deconvolution of large biological images at least as efficiently as commercial software packages [9]. With the passing years, our contribution has also gained popularity in several microscopic core facilities, where one of its favorite uses is for internal training. Moreover, from an academic perspective, DeconvolutionLab was deployed in more than seventy-five publications for various modalities (widefield, confocal [14], 2-photon [15], STED [16], light-sheet [14]). These works cover a wide range of applications, including neuroscience [15,17], osteology [16], microbiology [18], plant science [14] and material science [19].

2.2. DeconvolutionLab2: The remastered Java deconvolution tool

The present paper focuses on the complete description of DeconvolutionLab2, the sequel to DeconvolutionLab. It is a freely accessible and open-source software package running on Windows, Linux, and Mac OS operating systems. The package can be linked to well-known imaging software platforms. The backbone of the software architecture is a library that contains the number-crunching elements of the deconvolution task. The current list of built-in algorithms includes:

- Naive inverse filtering (NIF, Section 3.2);
- Tikhonov regularization (TR, Section 3.3);
- Regularized inverse filtering (RIF, Section 3.4);
- Landweber (LW, Section 3.5);
- Tikhonov–Miller (TM, Section 3.6);
- Fast iterative soft-thresholding (FISTA, Section 3.7);
- Richardson–Lucy (RL, Section 3.8);
- Richardson–Lucy with total-variation regularization (RL-TV, Section 3.9).

New algorithms are easily pluggable into the framework of DeconvolutionLab2. The source code is written in Java 1.6, as closely as possible to the text-book definition of the algorithms.

---

Inquisitive minds inclined to peruse the code will find it fosters the understanding of deconvolution.

Our goal with DeconvolutionLab2 is to make deconvolution broadly accessible to the community of all those who show interest in this technique. To achieve such a goal, we provide a user-friendly front-end interface that also accommodates non-experts. Our software package is able to process large volumes on a mid-range desktop computer, or even on a laptop computer.

To experiment with the software, we share test data on the DeconvolutionLab2 website. These data include synthetic and real cases to help benchmarking algorithms. DeconvolutionLab2 can act not only as a didactic tool equipped with a simulator (convolution and noise generator), but also as a validation module that gives access to the signal-to-noise ratio between a ground-truth image and the output of every algorithm.

Like DeconvolutionLab, DeconvolutionLab2 is able to process data relevant to real biological applications. However, and contrarily to the commercial software packages, our tools are restricted to deconvolution alone. We intentionally apply neither pre-processing nor post-processing. Compared to DeconvolutionLab, DeconvolutionLab2 includes new fast Fourier transform (FFT) libraries (see Appendix A.1), a recordable macro for ImageJ, new apodization functions, new padding schemes, and new switchable constraints in the space domain.

2.2.1. Practical details

DeconvolutionLab2 is delivered as a plugin for ImageJ [20], for Fiji [21], and for the new bio-imaging platform Icy [22]. Since it is a Java class, it is also callable from the MATLAB command line by its main class, as a standalone application through a Java Virtual Machine. For batch processing, we recommend calling DeconvolutionLab2 and runnable as a standalone application through a Java Virtual Machine. For batch processing, we recommend calling DeconvolutionLab2 as a standalone application through a Java Virtual Machine. For batch processing, we recommend calling DeconvolutionLab2 and runnable as a standalone application through a Java Virtual Machine.

Deconvolution is a heavy computational task in terms of running time and memory usage. In DeconvolutionLab2, we tried to find the best tradeoff between computational efficiency and code readability. The deconvolution is implemented in the discrete Fourier domain, so that the most time-consuming task is the FFT. Some iterative algorithms may require several FFT at every iteration, which can consume more than nine tenth of the runtime. Therefore, it is of utmost importance to rely on efficient FFT libraries.

### 3. Deconvolution algorithms

In this section, we recall the basic principles of image formation in fluorescence microscopy and give a brief technical description of the algorithms implemented in DeconvolutionLab2. We focus on the impact of the underlying models and the influence of the parameters. For an in-depth understanding and a more complete overview of the deconvolution field, we refer to the reviews [3,5,6,23] that cover most of the methods described here.

#### 3.1. Image-formation model

Fluorescence microscopes are often assumed to be shift-invariant, which means that the response of the system does not depend on the position in the image. Therefore, they can be characterized by a PSF which approximates the distortions of the signal in the optical system. More elaborated approximations (e.g. spatially varying PSF) are described in Section 6.2. From a signal-processing point of view, the acquisition of images is modeled as the convolution of the fluorophore distribution $x$ in the observed volume with the PSF $h$, followed by a degradation by noise. The convolution operation is defined at a given 3D location $p \in \mathbb{R}^3$ by

$$ (x * h)(p) = \int_{\mathbb{R}^3} x(r) h(p - r) \, dr. \quad (1) $$

In epifluorescence microscopy, the shape of the PSF in the image domain, shown in Fig. 2 with the Born and Wolf model [24,25], is typically such that it produces an anisotropic blurring of the signal. The resolution of the convolved signal is usually three times lower in the axial direction than in the lateral plane.

From now on we consider a discretized model. We denote by $y \in \mathbb{R}^N$ the observed volume in vector form, $x \in \mathbb{R}^D$ the underlying fluorescence signal, and $H \in \mathbb{R}^{D \times N}$ the PSF matrix defined such that the discretization of the convolution defined in Eq. 1 writes as the matrix multiplication $Hx$. Possibly, we may want to perform the reconstruction at an output resolution that differs from the input resolution, or to handle carefully border effects by estimating an image $x$ with larger size, whereby $K = N$.

For a circulant and shift-invariant discrete PSF with $K = N$, the matrix-vector multiplication $Hx$ becomes an element-wise multiplication in the Fourier domain: $y = h * x$ where $\hat{y}$ and $\hat{x}$ are the discrete Fourier transform coefficients of $y$ and $x$, and $\hat{h}$ are the coefficients of the discrete Fourier transform of the PSF. This permits efficient computation of $Hx$, both in terms of speed and memory requirements through the use of the fast Fourier transform (FFT) algorithms. Every deconvolution algorithm we present in this paper relies on this technique.

The discrete image acquisition model is then

$$ y = Hx + n, \quad (2) $$

with $n \in \mathbb{R}^N$ an additive noise component. The acquired images are affected by several sources of noise, which are often modeled by...
two components. The first component is signal-dependent and models the fluctuation of the number of photons arriving at a given pixel. This so-called shot noise follows a Poisson distribution whose mean depends on the intensity of the incoming light. The second component accounts for various other distortions such as a background signal, read-out noise, or quantization noise, which are usually modeled as additive Gaussian noise. Note that in the case of Poisson noise, the variable $n$ depends on the data $y$ in Eq. (2). We decided to drop this dependency for the sake of clarity of the notations.

The aim of deconvolution algorithms is to invert the noisy convolution process defined in Eq. 2, thereby producing an estimated image $\hat{x}$ from the knowledge of $y$ and $H$, and the assumptions about the noise $n$.

3.2. Naive inverse filtering

The simplest approach to deconvolution consists in minimizing a least-squares cost function $\Psi(x)$ that measures the similarity between the observation $y$ and the current estimate $Hx$, so that

$$\hat{x} = \arg\min_x \Psi(x)$$

with $\Psi(x) = \|y - Hx\|^2$. We call it naive inverse filtering. It corresponds to maximum-likelihood estimation in the presence of Gaussian noise. The solution can be computed efficiently in the Fourier domain and amounts to the coefficient-wise division

$$\hat{x} = \frac{y}{\lambda \max(\|H\|, \epsilon)},$$

where max denotes the element-wise maximum and $\epsilon$ is a small constant to avoid divisions by zero. The final solution is then obtained by taking the inverse Fourier transform of $\hat{x}$.

The method is parameter-free and the direct inversion in the Fourier domain leads to fast computations. Unfortunately, the NIF tends to amplify measurement noise, resulting in spurious high-frequency oscillations.

3.3. Tikhonov regularization

A way to avoid the noise amplification of NIF is to add to the cost function [4] the regularization term $\|x\|^2_2$ to penalize high values of the solution [26]. This leads to

$$\Psi(x) = \|y - Hx\|^2 + \lambda \|x\|^2_2,$$  \hspace{1cm} (6)

where $\lambda$ is a regularization parameter that balances the contribution of the two terms. The explicit minimizer of (6) is

$$x = (H^TH + \lambda I)^{-1}H^Ty,$$  \hspace{1cm} (7)

where $I$ is the identity matrix, and $H^T$ denotes the adjoint of $H$. As for NIF, the solution (7) can be computed directly in the Fourier domain. This formulation can also be interpreted as a maximum a posteriori model. There, the regularization introduces prior information about the signal to guide the estimation.

3.4. Regularized inverse filtering

Other types of regularizations than TR can be used. A popular approach that performs well is to impose smoothness on $x$ by penalizing the energy of its derivative. The resulting cost function is

$$\Psi(x) = \|y - Hx\|^2 + \lambda \|Lx\|^2_2,$$  \hspace{1cm} (8)

where $L$ is a matrix that corresponds to the discretization of a differential operator. In deconvolutionLab2, we use the Laplacian operator. The explicit minimizer of (8) is given by

$$x = (H^TH + \lambda L^TL)^{-1}H^Ty.$$  \hspace{1cm} (9)

When the filtering by $L^TL$ has a whitening effect on $x$ and $\lambda$ is defined as the inverse of the noise variance, RIF amounts to Wiener filtering [27].

3.5. Landweber

The LW algorithm minimizes the same least-squares cost function than NIF. But, instead of expressing the solution through direct inversion, it resorts to an iterative gradient-descent approach [28]. In DeconvolutionLab2, we take advantage of the iterative nature of LW to impose a nonnegativity constraint at each iteration. Each update indexed by $k$ can be written as

$$x^{k+1} = \mathcal{P}_{\Omega_\gamma} \left\{ x^k + \gamma (H^T(y - Hx^k)) \right\},$$  \hspace{1cm} (10)

where $\gamma$ is a step size parameter and $\mathcal{P}_{\Omega_\gamma}(\{x\} = \max(\{x, 0\})$ is the component-wise projection of $x$ onto the set $(\mathbb{R}^+)^K$.

Minimizing the energy (4) only enforces data fidelity of the result. The consequence is that the solution at convergence of iterations (10) tends to produce an over-fitting of the noise in the input data. However, one may obtain a satisfactory tradeoff between deconvolution and noise amplification if the algorithm is stopped early. In fact, the number of iterations is made to act as a pseudo regularization parameter. This phenomenon occurs for all maximum-likelihood based algorithms.

3.6. Tikhonov–Miller

Similarly with the LW method, the TM algorithm uses iterative gradient descent to minimize the regularized inverse filter cost (8). The iterative procedure is

$$x^{k+1} = \mathcal{P}_{\Omega_\gamma} \left\{ x^k + \gamma (H^T(y - Hx^k)) \right\}.$$  \hspace{1cm} (11)

When iterative projections onto the set $(\mathbb{R}^+)^K$ are performed, the method is sometimes referred to as iteratively constrained Tikhonov–Miller (ICTM).

3.7. Fast iterative soft-thresholding

Alternative regularization terms to the one in (8) can be considered. In particular, sparsity constraints in the wavelet domain have proven to yield better preservation of image details and discontinuities. The associated cost function is

$$\Psi(x) = \|y - Hx\|^2 + \lambda \|Wx\|_1,$$  \hspace{1cm} (12)

where $W$ represents a wavelet transform. Due to the non-smoothness of the $\ell_1$ norm, gradient-descent algorithms cannot be used. However, the problem can be solved efficiently by fast iterative soft-thresholding [11] with the following iterations:

$$z^{k+1} = s^{k+1} = s^{k+1} - \gamma H(Hs^{k+1} - y),$$  \hspace{1cm} (13)

$$x^{k+1} = W^T \mathcal{S}(Wz^{k+1}, \gamma \lambda),$$  \hspace{1cm} (14)

$$p^{k+1} = \frac{1}{2} \left(1 + \sqrt{1 + 4p^{k+1}_i}\right),$$  \hspace{1cm} (15)

$$s^{k+1} = x^{k+1} + \frac{p^{k+1} - 1}{p^{k+1}} (x^{k+1} - x^{k+1}).$$  \hspace{1cm} (16)
There, $\gamma$ is a step size that can be determined explicitly to ensure convergence [11], and $\mathcal{F}(\cdot, \tau)$ is a soft-thresholding operator with threshold $\tau$.

3.8. Richardson–Lucy

The RL method [29,30] is a maximum-likelihood approach, like NIF. The difference is that RL assumes that the noise follows a Poisson distribution, which leads to

$$\psi(x) = 1^T H x - y^T \log(1 H x) + \frac{\lambda}{C} \| D x \|_1,$$

where the log operation is applied component-wise and $1 = (1, \ldots, 1) \in \mathbb{N}^N$. The iterative minimization of (17) can be understood as a multiplicative gradient descent and writes

$$x^{(k+1)} = x^{(k)} H^T \left( \frac{y}{1 H x^{(k)}} \right),$$

where the multiplication $\times$ and the division $y/(1 H x^{(k)})$ are understood to be component-wise.

Since the updates of $x$ are multiplicative, nonnegativity is naturally ensured by the algorithm for any nonnegative starting point. As a maximum-likelihood method, the solution of RL is subject to the same noise-amplification problem as NIF and LW. Thus, the optimal number of iterations should be heuristically set to stop the algorithm before convergence.

3.9. Richardson–Lucy with total-variation regularization

To counterbalance the noise amplification effect of RL, a regularization term can be added to (17) [12]. The total-variation (TV) regularizer penalizes the $l_1$ norm of the gradient of the signal, with

$$\psi(x) = 1^T H x - y^T \log(1 H x) + \lambda \| D x \|_1.$$

There, $D$ is the finite-difference matrix for first-order derivatives. In [12], a differentiable approximation of the $l_1$ norm is used and the multiplicative iterations are expressed as

$$x^{(k+1)} = x^{(k)} H^T \left( \frac{y}{1 H x^{(k)}} \right) \times \frac{1}{1 + \| g^{(k)} \|_1},$$

where $g^{(k)}$ is the derivative of a regularized version of the $l_1$ norm of $D x^{(k)}$.

Compared to the $l_2$ penalization used in (8), the $l_1$ norm yields piecewise-constant results that better preserve image discontinuities.

4. Deconvolution in practice

4.1. Image acquisition

The preparation of samples and the design of the imaging system are of paramount importance to a successful deconvolution. In particular, it is critical to take into account elements of the imaging system such as calibration, sampling, and noise level. These practical issues have been well considered in the literature [4,31]. Specifically for deconvolution, it is also recommended to validate the acquisition and the further processing of known samples to avoid false interpretations, especially in the context of quantitative imaging assays [32,33].

4.2. Point-spread function

The quality of the deconvolution relies on the accuracy of the 3D PSF, which is the optical signature of an (ideally infinitesimally small) point. It is affected mostly by the objective, the medium, and the coverslip. A PSF can be obtained either experimentally or theoretically.

An experimental PSF can be deduced from the acquisition of the z-stack of a sparse field of spherical beads of very small diameter (e.g., 100 nm). Regions of interest are cut in the data centered around several well-contrasted beads and averaged. Microscopists generally agree that the experimental PSF captures well the aberrations of the microscope, but that the resolution of an experimental PSF is tied to the resolution of the acquisition. Unless super-resolution methods are deployed, this enforces $N = K$ (see Section 3.1).

By contrast, a theoretical PSF can be computed from a mathematical model. In addition to being able to lift the restriction on resolution, microscopists generally appreciate the convenience of software packages like P3GGenerator that allow them to tune freely microscopic parameters such as numerical aperture (NA), wavelength, and pixel size [25].

4.3. Setting of parameters

A few important parameters are shared by groups of deconvolution methods. In this section, we give practical hints about the meaning and the impact of the main parameters for each group. We provide the parameters-per-method associations in Table 1.

**Table 1** Important deconvolution parameters per method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIF</td>
<td>$\gamma$</td>
<td>3.2</td>
</tr>
<tr>
<td>TR</td>
<td>$\lambda$</td>
<td>3.3</td>
</tr>
<tr>
<td>RIF</td>
<td>$\lambda$</td>
<td>3.4</td>
</tr>
<tr>
<td>L</td>
<td>$M_{\text{iter}}$, $\gamma$</td>
<td>3.5</td>
</tr>
<tr>
<td>TM</td>
<td>$M_{\text{iter}}$, $\gamma$</td>
<td>3.6</td>
</tr>
<tr>
<td>FISTA</td>
<td>$M_{\text{iter}}$, $\lambda$</td>
<td>3.7</td>
</tr>
<tr>
<td>RL</td>
<td>$M_{\text{iter}}$</td>
<td>3.8</td>
</tr>
<tr>
<td>RL-TV</td>
<td>$M_{\text{iter}}$, $\lambda$</td>
<td>3.9</td>
</tr>
</tbody>
</table>

Regularization parameter $\lambda$. When the cost function contains a regularization term weighted by $\lambda$, the value of $\lambda$ balances the contribution of data fidelity and regularization. For algorithms with Tikhonov-type regularization, higher values of $\lambda$ result in smoother images. Finally, by setting $\lambda = 0$, TR and RIF become equivalent to NIF, and RL-TV becomes equivalent to RL.

Number $M_{\text{iter}}$ of iterations. For all iterative methods, $M_{\text{iter}}$ puts a cap on the number of iterations. How to set $M_{\text{iter}}$ follows one of two rules: either the deconvolution method is known to reach the desired solution at convergence, in which case $M_{\text{iter}}$ has to be chosen large enough; or noise amplification happens during convergence, in which case $M_{\text{iter}}$ has to be chosen small enough so that the deconvolution procedure stops before noise dominates. In the latter case, the choice of the appropriate $M_{\text{iter}}$ has a crucial impact on the result.

Stepsizes. Methods based on gradient descent rely on a stepsize $\gamma \in [0,1]$ which determines the speed of convergence. Small values of $\gamma$ encourage safe but slow convergence.

4.3.1. Ghosts and ringing

Every deconvolution algorithm presented in Section 3 relies partly on circular convolutions computed through FFT. Compared to space-based approaches, Fourier-based approaches reduce the computational cost of handling a PSF that would have a wide spatial support. The downside is the appearance of Fourier-related artifacts such as ghosts and ringing.

6 http://bigwww.epfl.ch/algorithms/psfgenerator/.
Data subjected to a FFT must necessarily be assumed to be periodic. This implies that borders at opposite sides of the image are implicitly abutting once periodization is taken into account. Consequently, structures near the border of an image, once processed, will spill over the opposite border, letting ghosts appear.

Data subjected to a FFT must necessarily be assumed to be bandlimited. This implies that the sharp transitions of intensities found in an image (i.e., the edges), once processed, will incur local overshots and undershoots of intensity. This mechanism is called ringing. Nonnegativity constraints may help cancel this artifact, but only with regard to undershoots, and only for those undershoots that would otherwise result in negative values. Nonnegativity, commonly positivity, therefore makes a lot of sense in fluorescence microscopy.

Inconveniently, Fourier-related artifacts frequently appear, particularly in the axial direction since this direction is often sampled to a lesser extent than the lateral ones. For instance, if a biological cell physically extends outside of the bottom of the acquired volume and is thus virtually cropped at acquisition time, then a reverse ghost of the cell will appear on the top part of the volume after deconvolution. At the same time, ringing artifacts will reveal themselves as waves in the background and as Gibbs phenomena in the high-contrast areas.

To attenuate these artifacts, we have implemented two countermeasures in DeconvolutionLab2: apodization and zero-padding. Apodization consists in multiplying the input data by a window function that gradually sets the signal to zero near the borders of the image. Depending on the window specifics, the central part of the data may or may not remain pristine. In DeconvolutionLab2, we have made available the five classical apodization functions referred to as Cosine, Hamming, Hann, Tukey, and Welch. They can be applied independently along the axial and the lateral directions. As shown in Fig. 3(B), apodization succeeds in cancelling the ghost object, but also reduces the intensity of the data.

While it modifies the data, apodization proceeds without a change in the image dimensions. Conversely, zero-padding maintains the data intact but modifies the dimensions of the image by extending its border with zero values. For practical reasons related to the computational efficiency of the FFT, the width of the extension is generally chosen such that the size of the extended image is highly decomposable as a product of small prime numbers. To facilitate adherence to this constraint, DeconvolutionLab2 automatically proposes extensions to the next even number, to the next multiple of 2 and 3, to the next multiple of 2, 3, and 5, and to the next power of 2, independently in the axial and the lateral directions. As shown in Fig. 3(C), zero-padding succeeds in cancelling the ghost object, but does so at an increased computational cost compared to apodization.

5. Experimental illustrations

We now illustrate the performance of DeconvolutionLab2 and its built-in algorithms by restoring various types of degraded 3D images (i.e., synthetic volumes, beads, and real volumes). Visualizations of the deconvolution results are provided and quantitative measurements are reported when available. The data, as well as the corresponding model of the theoretical PSF, are available online7.

5.1. Synthetic data

We applied all DeconvolutionLab2 algorithms on a synthetically degraded volume. The ground-truth data consisted of a stack of 128 axial views of size 512 × 256 pixels depicting cellular microtubules. To mimic the acquisition artifacts of classical wide-field microscopes, blurring and noise were generated on the ground-truth volume through the Convolution tool of DeconvolutionLab2. More precisely, the 3D data was convolved with a theoretical PSF and a mixture of Gaussian and Poisson noise was added to the volume.

The effect of the deconvolution algorithms is illustrated in Figs. 4 and 5, while the quantitative measurements after deconvolution are reported in Table 2. The visual and quantitative outputs lead to similar observations.

Firstly and most obviously, the severe artifacts introduced by the NIF algorithm lead to non-exploitable results. The introduction of regularization (TR, RIF) enables decent deconvolution results, but the presence of undesirable ringing artifacts still hinder correct visualization of the imaged structure. As supported by Table 2, the beneficial effect of deconvolution increases when classical iterative algorithms (LW, RL, TM) are applied. However, the cost of doing so translates into an augmentation of the required computational resources.

Finally, the more advanced methods (FISTA, RL-TV) were also applied to the data. Interestingly, although RL-TV is theoretically more sophisticated than RL, the algorithm yields similar deconvolution results when applied to the present data. This can be explained by the fact that the structure of the considered object

7 http://bigwww.epfl.ch/deconvolution/.
imposes a negligible level of regularization during deconvolution. Indeed, the synthetic sample harbors thin filament-like structures which are difficult to recover through a TV regularizer, since TV tends to promote piece-wise constant surfaces. This illustrates the fact that the efficiency of a certain deconvolution algorithm may vary with the type of the data being processed. Thus, one cannot straightforwardly use the results presented above as a direct indicator of the individual performance of each deconvolution algorithm. Moreover, depending on the data size, time constraints and the available computational resources, some less advanced methods may be better suited for the deconvolution task at hand.

5.2. Isolated bead

We apply several algorithms of DeconvolutionLab2 on a z-stack called “Bead” [9]. The volume displays a single fluorescent bead, which corresponds to a sphere with known diameter of 2.5 µm. The z-stack was acquired on a standard widefield microscope ($\lambda = 530$ nm; $\text{NA} = 1.4$); the lateral pixelsize is 64.5 nm and the stepsize in the axial direction is 160 nm.

The effect of the deconvolution algorithms is illustrated in Fig. 6, while the measurements of the full width at half maximum (FWHM) of the bead in the lateral and axial directions after deconvolution are reported in Table 3. We first observe that the NIF algorithm is not able to recover the bead. For the RIF algorithm, the effect of regularization on the deconvolution process becomes evident. Blurred images and overestimated dimensions are observed when the RIF regularization factor is overly increased, while setting it too low generates ringings. For the LW algorithm, the best results are obtained with 64 iterations. When the number of iterations is insufficiency, the effect of deconvolution is imperceptible. By contrast, using a too large number of iterations leads to high frequency artifacts appearing near the contour of the bead. This simple dataset thus illustrates the importance of the selection of the parameters for a given deconvolution method.

5.3. Widefield data

Finally, we briefly illustrate how DeconvolutionLab2 may be used in a practical application to efficiently deconvolve real microscopy data. We work with a 3D visualization of a C. elegans embryo which was acquired on a standard wide-field microscope ($\lambda = 542$ nm; $\text{NA} = 1.4$); the lateral pixelsize is 64.5 nm and the stepsize in the axial direction is 160 nm. As shown in Fig. 7, our 3D measurement displays some non-desirable visual features, such as a relatively poor contrast or an indistinguishability of certain neighboring centrosomes.
To enhance the visual condition of this measurement, we apply three distinct deconvolution algorithms (TR, LW, RL) to it. The results after deconvolution are shown in Fig. 7. Globally, we observe similar effects than with the previous data sets. For all algorithms, the deconvolution permits a notable increase of the sharpness of the imaged structures and reduces out-of-focus blurring. Moreover, the iterative algorithms (LW, RL) yield better results than basic methods (RIF) at the cost of a more expensive computational need.

6. Discussion: trends in deconvolution

Similarly to many inverse problems, deconvolution requires one to express and minimize a cost function. As exemplified in Eqs. (6), (8), (12) and (19), the common form taken by this cost function is composed of a data-fidelity term that measures how well the model \( Hx \) represents the data \( y \), and a regularization function that enforces some priors. Deconvolution methods are thus characterized by three ingredients: (i) data-fidelity measure; (ii)
Fig. 6. Two orthogonal sections (XY and XZ) of the volumetric data before and after deconvolution. The plots show intensity profiles, the upper plot of a panel is the lateral profile through the bead; the lower plot is the axial profile. The unit is μm. (A) From left to right: input image, PSF, and the result of the NIF algorithm. Plots show the intensity profile of the input (blue line) and theoretical shape of the bead (green line). (B) Results of the RIF algorithm with various settings. From left to right: low level of regularization (Low Reg.), medium level of regularization (Med Reg.), and high level of regularization (High reg.). (C) Results of the Landweber algorithm with various numbers of iterations. From left to right: 4 iterations, 64 iterations, and 1024 iterations.
The impact of each block is quite independent, so that improvements can be devised separately. Typically, one can:

- upgrade the data-fidelity term by devising a more precise image-formation model and by gaining and taking advantage of a deeper knowledge of the statistics of the measurement noise;
- use prior-promoting regularizers that fit the object better;
- deploy robust and faster optimization schemes.

These three topics are shared by all inverse problems. Deconvolution microscopy can benefit from every improvements in this currently very active field of research.

The priors introduced by the regularizer must be chosen carefully to retain usefulness while avoiding the pitfall of overfitting. During the last decade, the compressive-sensing and the sparsity theories gave theoretical grounds to the observation that the $\ell_1$-based regularizers of (8) and (19) in Sections 3.7 and 3.9, respectively, always perform better than the $\ell_2$-based regularizers of Eqs. (6) and (8) in Sections 3.3 and 3.4, respectively.

Out of a dozen of competing methods, the methods that ranked first [34] and third [35] in the “2014 International Challenges on 3D Deconvolution Microscopy” took advantage of regularizers that were based on recent advances in signal processing*. The authors of

---

**Table 3**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Settings</th>
<th>Lateral FWHM [nm]</th>
<th>Axial FWHM [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquisition</td>
<td></td>
<td>2695.33</td>
<td>3979.46</td>
</tr>
<tr>
<td>RIF</td>
<td>Reg: Low</td>
<td>2630</td>
<td>5909</td>
</tr>
<tr>
<td>RIF</td>
<td>Reg: Medium</td>
<td>2616</td>
<td>4881</td>
</tr>
<tr>
<td>RIF</td>
<td>Reg: High</td>
<td>2716</td>
<td>4900</td>
</tr>
<tr>
<td>Landweber</td>
<td>4 iterations</td>
<td>2714</td>
<td>4624</td>
</tr>
<tr>
<td>Landweber</td>
<td>64 iterations</td>
<td>2711</td>
<td>4777</td>
</tr>
<tr>
<td>Landweber</td>
<td>1024 iterations</td>
<td>2605</td>
<td>4449</td>
</tr>
</tbody>
</table>

---

[35] bring to fruition a second-order total-variation regularizer called a Schatten norm, while the method “Learn 2D Apply 3D” of [34] did exploit the fact that the resolution is much better within the lateral sections than along the axial direction. Assuming that the structures of interest are isotropic, it learned from the lateral sections of the acquired volume a dictionary of 2D high-resolution features that are used as priors to enhance the resolution along the axial direction. Approaches where the priors are learned appear to be very efficient; we surmise that the recent successes of deep neural networks in machine learning will soon lead to improved deconvolution algorithms [36] in microscopy. Finally, many modern deconvolution methods rely on state-of-the-art optimization schemes that can deal with non-differentiable $l_1$ functions, for instance on proximal algorithms such as the alternating-direction method of multipliers [37].

Up to now in this paper, we have assumed that the PSF was known, either through ancillary measurements or through modeling. Moreover, we have assumed spatial shift-invariance of the systems. We now present approaches that have been recently developed to handle imaging situations in which these assumptions are not met.

6.1. Blind deconvolution

Blind deconvolution attempts to jointly estimate the object $x$ and the PSF $h$ from the data alone, without relying on ancillary measurements. It is a challenging, strongly ill-posed, and nonlinear problem. As an example, among other degeneracy issues [38], it must address that of scale, characterized by $(ah) + (\frac{1}{2} x) = h \cdot x$ for any non-vanishing $a$. As it turns out, setting a meaningful value to $|h|$ is highly nontrivial. Some proposed methods are explicitly designed to overcome degeneracies (scale and others) by using an optimally motivated parameterization of the PSF [39–41] or estimating the PSF from a dictionary [42]. Currently, the trend followed by all blind-deconvolution algorithms for fluorescence microscopy presents itself as to resort to iteratively alternating between the deconvolution and the estimation of the PSF [39–45].

6.2. Space-varying deconvolution

The deconvolution of large micrographs faces an important issue: in practice, the PSF varies across the field of view. In particular, a depth-varying PSF is often induced by a refractive index mismatch between the immersion medium and the specimen. In this case, the PSF suffers of spherical aberrations that get stronger as the focal plan is deeper inside the sample. This effect can be clearly seen on the Fig. 7(A) where the image is sharper at the bottom where the objective is closer to the sample.

Space-varying deconvolution raises two important problems. First, the assumption that the PSF varies across the field of view implies that the blurring process can no longer be modeled as a convolution. Hence, space-varying deconvolution is an oxymoron. As a consequence, FFT-based algorithms can no longer be used. The computational cost of space-varying deconvolution tends to rise as the square of the number of voxels. However using some approximations, several fast methods to model space-varying convolution have been proposed (see [46] for a review). In the refractive index mismatch case, as the size of the data along the depth axis is usually much smaller than along lateral axes, a depth only varying deblurring algorithm is much more tractable and several methods have been proposed in that case [47–50].

The second issue raised by the space varying deconvolution is how to estimate the PSF variation across the 3D object. With the exception of the case of refractive index mismatch where the PSF depth variation can be analytically known, one has to infer the PSFs from the data in a space varying blind deconvolution algorithm. Up to now, only one attempt [41] has been done in that direction.
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Appendix A. Implementation aspects

A.1. FFT Libraries

The algorithms that we have proposed made an extensive usage of the fast Fourier transform (FFT). For instance, one iteration of the Richardson–Lucy algorithm is composed of two multiplications in the Fourier domain (74 ms), a division in the space domain (51 ms), an application of the non-negativity constraint (6 ms), and two FFT/FFT$^{-1}$ (2520 ms). The FFT/FFT$^{-1}$ are representing 95% of the computational time of this algorithm see (Table 4). DeconvolutionLab2 has a Java wrapper for three FFT libraries.

- AcademicFFT9. This is pure Java library running on any platform. The source code of AcademicFFT is bundled with DeconvolutionLab2. It handles arbitrary data lengths, memory permitting. It is standalone; no external library is required.
- JTransforms10. This is the first, open-source, fast multithreaded FFT library written in pure Java. It is bundled with Fiji and Icy, but JTransforms is not part of the classical distribution of ImageJ.
- FFTW 2.0.11. FFTW is a C routine library for computing the fast Fourier transform in several dimensions, of arbitrary input size, and of both real and complex data. FFTW is one of the fastest FFT library. DeconvolutionLab2 includes a wrapper for FFTW version 2.0 and it includes pre-compiled binaries for Mac OS X and Windows 32-bits and 64-bits.

A.2. Dissection of an algorithm

We present a complete iterative algorithm from its mathematical formula to its Java snippet. Here, we choose to detail the Landweber algorithm Section 3.5.

We first reformulate the iteration to reduce the number of operations in the discrete Fourier domain and to limit the memory consumption.

A.2.1. Implementation of the Landweber algorithm

The original formulation is reduced to one multiplication and one addition in the discrete Fourier domain for every iterations.

$$x^{k+1} = x^k + \gamma H^* (y - H x^k)$$

$$x^{k+1} = x^k - \gamma H^* Hx^k + \gamma H^* y$$

$$x^{k+1} = (1 - \gamma H^* H) x^k + \gamma H^* y$$

$$x^{k+1} = A x^k + g$$

Using this expression, the variables $A$ and $g$ can be pre-computed.

9 http://bigwww.epfl.ch/thevenaz/academicfft/.
10 https://sites.google.com/site/piotrwendykier/software/jtransforms.
11 http://www.fftw.org/.
A = (1 - J'HJ)^{-1} \quad (25)

g = J'Hy \quad (26)

Table 4

<table>
<thead>
<tr>
<th>N (size)</th>
<th>FFT1W2 [ms]</th>
<th>JTransforms [ms]</th>
<th>AcademicFFT [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 x 32</td>
<td>32</td>
<td>9.8</td>
<td>11.5</td>
</tr>
<tr>
<td>37 x 37</td>
<td>37</td>
<td>30.3</td>
<td>17.2</td>
</tr>
<tr>
<td>56 x 56</td>
<td>56</td>
<td>12.8</td>
<td>34.8</td>
</tr>
<tr>
<td>64 x 64</td>
<td>64</td>
<td>23.5</td>
<td>38.6</td>
</tr>
<tr>
<td>74 x 74</td>
<td>74</td>
<td>61.8</td>
<td>111.0</td>
</tr>
<tr>
<td>111 x 111</td>
<td>111</td>
<td>189.1</td>
<td>3240.0</td>
</tr>
<tr>
<td>128 x 128</td>
<td>128</td>
<td>151.9</td>
<td>577.9</td>
</tr>
<tr>
<td>147 x 147</td>
<td>147</td>
<td>243.3</td>
<td>620.8</td>
</tr>
<tr>
<td>223 x 223</td>
<td>223</td>
<td>1615.4</td>
<td>4910.0</td>
</tr>
<tr>
<td>256 x 256</td>
<td>256</td>
<td>1743.9</td>
<td>7860.0</td>
</tr>
<tr>
<td>294 x 294</td>
<td>294</td>
<td>2197.7</td>
<td>11200.0</td>
</tr>
<tr>
<td>446 x 446</td>
<td>446</td>
<td>46700.0</td>
<td>61100.0</td>
</tr>
<tr>
<td>512 x 512</td>
<td>512</td>
<td>25900.0</td>
<td>141000.0</td>
</tr>
</tbody>
</table>

A2.2. Java snippet of Landweber

We choose the Java code of the Landweber algorithm. The iteration mechanism is handled by the object controller which is an instance of the class Controller. The instance of the Java FFT wrapper class is fft that contains two methods transform() and inverse(). The Java classes ComplexSignal and RealSignal are two classes of DeconvolutionLab2 to store complex 3D signals and real 3D signals, respectively. The input variables are the two RealSignal objects, input and psf and the scalar parameter gamma which is the step parameter of the Landweber algorithm.

Landweber algorithm

// RealSignal y: this is the input volume to deconvolve // RealSignal h: this is the PSF volume // RealSignal x: this is the output deconvolved volume // Operations.delta() is a high-level method to compute (l-gamma HT H) public RealSignal call() { ComplexSignal Y = fft.transform(y); ComplexSignal H = fft.transform(h); ComplexSignal A = Operations.delta(gamma, H); ComplexSignal G = Operations.multiplyConjugate(gamma, H, Y); ComplexSignal X = G.duplicate(); while(!controller.ends(X)) { X.times(A); X.plus(G); constraint(X); } return x; // Operations.delta() is a high-level method to compute (l-gamma HT H) which is an inverse() method; the Java classes ComplexSignal and RealSignal are two classes of DeconvolutionLab2 to store complex 3D signals and real 3D signals, respectively. The input variables are the two RealSignal objects, input and psf and the scalar parameter gamma which is the step parameter of the Landweber algorithm.

References


