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ABSTRACT

Context. On 20 January 2015 the Rosetta spacecraft was at a heliocentric distance of 2.5 AU, accompanying comet 67P/Churyumov-Gerasimenko on its journey toward the Sun. The Ion Composition Analyser (RPC-ICA), other instruments of the Rosetta Plasma Consortium, and the ROSINA instrument made observations relevant to the generation of plasma waves in the cometary environment.

Aims. Observations of plasma waves by the Rosetta Plasma Consortium Langmuir probe (RPC-LAP) can be explained by dispersion relations calculated based on measurements of ions by the Rosetta Plasma Consortium Ion Composition Analyser (RPC-ICA), and this gives insight into the relationship between plasma phenomena and the neutral coma, which is observed by the Comet Pressure Sensor of the Rosetta Orbiter Spectrometer for Ion and Neutral Analysis instrument (ROSINA-COPS).

Methods. We use the simple pole expansion technique to compute dispersion relations for waves on ion timescales based on the observed ion distribution functions. These dispersion relations are then compared to the waves that are observed. Data from the instruments RPC-LAP, RPC-ICA and the mutual impedance probe (RPC-MIP) are compared to find the best estimate of the plasma density.

Results. We find that ion acoustic waves are present in the plasma at comet 67P/Churyumov-Gerasimenko, where the major ion species is H$_2$O$^+$. The bulk of the ion distribution is cold, $k_B T_i = 0.01$ eV when the ion acoustic waves are observed. At times when the neutral density is high, ions are heated through acceleration by the solar wind electric field and scattered in collisions with the neutrals. This process heats the ions to about 1 eV, which leads to significant damping of the ion acoustic waves.

Conclusions. In conclusion, we show that ion acoustic waves appear in the H$_2$O$^+$ plasma at comet 67P/Churyumov-Gerasimenko and how the interaction between the neutral and ion populations affects the wave properties.


1. Introduction

The first in situ measurements at a comet were performed in 1985 when the International Cometary Explorer (ICE) spacecraft flew by comet Giacobini-Zinner. The following year several spacecraft probed the environment of comet Halley. A wide variety of plasma waves were detected starting millions of kilometres from the nucleus down to the closest approach at approximately 8000 km for ICE at Giacobini-Zinner and VEGA-2 at Halley (Scarf 1989; Tsurutani 1991). Ion acoustic waves were detected by the ICE spacecraft during its traverse of the bow shock region at Giacobini-Zinner (Scarf et al. 1986), and by the Sakigake spacecraft in the foreshock region upstream of Halley’s comet (Oya et al. 1986).

Ion acoustic waves are compressional waves in a plasma. In the long wavelength limit their frequency is proportional to the wave number. Ion acoustic waves are weakly damped only when the electron temperature $T_e$ is much higher than the ion temperature $T_i$. They are heavily damped if $T_e \approx T_i$ or $T_e < T_i$. For $T_e \gg T_i$ their phase speed can be approximated by the ion sound speed $c_s = \sqrt{k_B T_e/m_i}$, where $k_B$ is Boltzmann’s constant and $m_i$ is the ion mass.
Ion distributions were measured at the comets visited in the 1980s. Richardson et al. (1987) found water-group ions with power law distributions at high speeds that were flattened at low speeds at comet Giacobini-Zinner. Coates et al. (1989) showed that shell-like distributions form when pick up ions undergo pitch angle scattering at comet Halley. This was also observed at comet Grigg-Skjellerup (Coates et al. 1993).

The Rosetta spacecraft (Glassmeier et al. 2007a) has been accompanying comet 67P/Churyumov-Gerasimenko since August 2014 from a heliocentric distance of 3.6 AU down to perihelion at 1.24 AU. The observations reported in this work were made at a heliocentric distance of 2.5 AU on the inbound leg of the orbit around the Sun. In comparison with the comets that were visited in the 1980s, comet 67P/Churyumov-Gerasimenko is a low activity comet. The outgassing rate at 2.5 AU was \( \dot{Q}_{\text{H}_2\text{O}} \approx 2 \times 10^{26} \text{ s}^{-1} \) (Simon Wedlund et al. 2016; Hansen et al. 2016), whereas for Giacobini-Zinner it was \( 2 \times 10^{28} \text{ s}^{-1} \) at the time of the ICE flyby, and \( 7 \times 10^{29} \text{ s}^{-1} \) for Halley (Tsurutani 1991). The difference in outgassing rate leads to the spatial scales of the comet-solar wind interaction regions being quite different. The observations of scattering of pick up ions at Halley’s comet could be interpreted in terms of Alfvén waves and MHD, as the interaction region was much larger than the gyroradii of the ions. Predictions for comet 67P/Churyumov-Gerasimenko were published by Rubin et al. (2014), who compared the results obtained by MHD and hybrid models.

At 67P/Churyumov-Gerasimenko, 2.5 AU from the Sun, the gyroradius of water group ions picked up by the solar wind was much larger than the size of the interaction region. The interaction between the coma and the solar wind was dominated by mass loading. At the position of the Rosetta spacecraft water ions are accelerated in the direction of a large scale electric field. For cases of low mass loading, the ions were observed to move along the initial part of a cycloid trajectory (Nilsson et al. 2015a). This has been illustrated by simulations (Gunell et al. 2015). When mass loading became more significant, water group ions were seen to move in a more anti-sunward direction than what would be expected in the unperturbed solar wind (Nilsson et al. 2015b; Behar et al. 2016b). Behar et al. (2016a) compared simulations with measurements at 67P/Churyumov-Gerasimenko over a range of heliocentric distances. An illustration of the interaction between the solar wind and the comet is shown in Fig. 1. Due to the different scales at high and low activity comets, the physical processes at work are different. However, also high activity comets go through a low activity phase, which may happen farther away from the Sun than for low activity comets. A survey of the plasma environment of 67P/Churyumov-Gerasimenko was performed by Odelsd et al. (2015), who reported electron temperatures around 5 eV. Low frequency wave activity – the peak of the spectrum at approximately 40 mHz – was discovered by Richter et al. (2015), observed simultaneously at two points by Rosetta and the Philae lander (Richter et al. 2016), and has been interpreted in terms of a modified ion-Weibel instability (Meier et al. 2016).

In this paper, we report observations of ion acoustic waves by the Rosetta spacecraft in the plasma 28 km from the nucleus of comet 67P/Churyumov-Gerasimenko on 20 January 2015. We measure the ion distribution function and the electron density and temperature. Based on these quantities we compute dispersion relations that are compared to the wave observations. Then, we discuss the relationship between the wave observations, the ion distributions, and the neutral gas. In Sect. 2 we derive ion distributions from the Ion Composition Analyzer of the Rosetta Plasma Consortium (RPC-ICA) data (Nilsson et al. 2007) and compare the density estimates obtained by the Langmuir probe (RPC-LAP; Erikksson et al. 2007), the Mutual Impedance Probe (RPC-MIP; Trotignon et al. 2007), and the RPC-ICA instruments; in Sect. 3 we present wave observations by the RPC-LAP instrument; in Sect. 4 we compute dispersion relations based on the ion distributions and electron density and temperature measurements; in Sect. 5 we treat the relationship between the ion populations and the neutral gas density measured by the Comet Pressure Sensor (COPS) of the Rosetta Orbiter Spectrometer for Ion and Neutral Analysis (ROSINA) instrument (Balsiger et al. 2007); and in Sect. 6 the conclusions are discussed.

2. Ion distributions and densities

2.1. Instrument

RPC-ICA is mounted on the Rosetta spacecraft (Nilsson et al. 2007). It measures the differential particle flux of ions in 16 sectors in its nominal viewing plane, as shown schematically in Fig. 2. The instrument scans a range of elevation angles with respect to that plane. A complete sweep over all energies and elevation angles takes 3 min 12 s.

Figure 3a shows the sum of the differential particle flux from all directions within the field of view as a function of time and \( E/q \) for the ions, where \( E \) is the kinetic energy and \( q \) the charge of the ion. In this ion energy spectrum from 20 January 2015 three ion species can be identified: alpha particles, which have \( E/q \) values above 1 kV; protons, appearing at \( E/q \approx 600 \text{ V} \), and water ions at lower values of \( E/q \). The bulk of the water ions are formed close to the spacecraft and appear in Fig. 3a at \( E/q \leq 10 \text{ V} \). The energy scale in Fig. 3a has been compensated for an instrumental offset and for the spacecraft potential. That there is an offset in the energy table was found by Nilsson et al. (2015a) when measurements started at the comet. The voltage of the electrostatic analyser differed from what had been measured in the laboratory before launch. The value of the offset can now only be determined using the instruments onboard the spacecraft. The lowest energy ions that we observe come in at a
tabulated energy of 25.5 eV. Of this, the offset is approximately $V_{\text{offset}} = -9$ V and what remains is assigned to the spacecraft potential $V_{\text{sc}} \approx -16.5$ V. This is confirmed by comparison with Langmuir probe data, although an uncertainty remains as the Langmuir probe may have an offset of its own. The $-16.5$ V spacecraft potential is consistent with negative spacecraft charging from a plasma where the electron temperature is $5-10$ eV as seen in Fig. 3c. There is also a tail of $\text{H}_2\text{O}^+$ ions reaching energies of a few hundred eV. These have been created in ionisations farther away from the spacecraft and have had time to be accelerated before they were observed (Nilsson et al. 2015a,b).

2.2. Measured distributions

To compute a water ion distribution function from the RPC-ICA data we consider one complete sweep in energy and elevation angle for all sectors and mass channels. This takes 3 min 12 s, which is the temporal resolution at which we know the distribution function. Water ions are selected by considering the $E/q < 350$ V range only. We collect the contributions to the phase space density (Fränz et al. 2006; Lavraud & Larson 2016)

$$dn = \Gamma \frac{\Delta E}{u_i} \sqrt{1 + \frac{2 e V_{\text{sc}}}{m_i u_i^2}} d\Omega$$

on a three-dimensional grid in velocity space. In Eq. (1) $\Gamma$ is the differential particle flux; $\Delta E$ the width of the energy bin;

$$u_i = \left(2 \left( E + e V_{\text{offset}} \right)/m_i \right)^{1/2}$$

the ion speed corresponding to the central energy of the bin, corrected for the offset as discussed below; $m_i$ the ion mass; $V_{\text{sc}}$ the spacecraft potential, and $d\Omega$ is the solid angle of the field of view. The factor $(1 + 2 e V_{\text{sc}}/(m_i u_i^2))^{1/2}$ has been introduced to compensate for the effects of the sheath that surrounds the negatively charged spacecraft (Lavraud & Larson 2016). The velocity space position of the density element in Eq. (1) is determined by the viewing direction of the respective sector and elevation angle and by the energy of the electrostatic analyser. The energy value is compensated for the offset and the spacecraft potential to obtain $v_i$, the speed of the ion before it was accelerated in the sheath surrounding the spacecraft. We have

$$v_i = \sqrt{2 (E + e (V_{\text{sc}} + V_{\text{offset}})) / m_i},$$

where $E$ is the energy setting for the centre of the energy bin.

The three-dimensional distribution function is integrated over one dimension to obtain $f(v_i, v_z)$, the two-dimensional projection in one plane. The orientation of this plane is chosen so that it contains as much as possible of both the thermal and the accelerated ions, and the plane is rotated to place the accelerated ion tail on the positive horizontal axis. Three examples for the times 08:00, 16:24, and 20:46 are shown in panels a–c) of Fig. 4. The sum of the instrumental offset and the spacecraft potential that appears in Eq. (2) can be determined empirically from the data. We find that, for the distributions in Figs. 4a–c, a value of $V_{\text{sc}} + V_{\text{offset}} = -25.5$ V closes the hole in the distribution that would appear at $u_i = 0$ if this compensation for the offset and spacecraft potential were not applied.

The two-dimensional distributions shown in Figs. 4a–c are integrated over $v_i$ and we obtain $f(v_i)$, the one-dimensional projection of the distribution function, which is shown by the black curves in the lower six panels of the figure. In panels d–e) the vertical scale is linear and panels f–i) show the same quantity on a logarithmic scale. The red, green, and blue curves represent different ways of fitting simple pole expansions to the observational data. This will be used in Sect. 4.

The RPC-ICA field of view does not cover all directions. The elevation angle is scanned over $\pm 45^\circ$ from the nominal entry plane of the instrument. This angular range is somewhat narrower and the angular resolution coarser for ion energies below 100 eV. For the lowest energies reported in this paper the elevation angle range covered is $44^\circ$ wide, that is to say, about half of the nominal range. Also, some of the field of view is obscured by the spacecraft, and the trajectories of low energy ions may be affected by electric fields in the near-spacecraft environment. Thus, there are parts of the ion distribution that are not sampled by the instrument. To arrive at a realistic approximation that can be used in the dispersion relation calculations, assumptions must be made about this unobserved part. The assumption behind the distributions that are shown by the red curves in Fig. 4 is that the central part of the distribution, $v_i \leq 7-9$ km s$^{-1}$ is isotropic. For this isotropic part the maximum flux observed for each energy bin is assumed to be the flux incident from all directions. Integrating that distribution over all velocities yields the bulk density.

2.3. Modelled distributions

We model the distribution by a sum of approximate Maxwellians, described by simple pole expansions. The thermal spread of the bulk of the water ion population is given by the
Fig. 3. Overview of the observations by instruments on board the Rosetta spacecraft on 20 January 2015. a) Ion energy spectrum measured by RPC-ICA. The colour coded quantity is the differential particle flux summed over all viewing directions. The energy scale has been adjusted for $V_\text{sc}$ and $V_\text{off}$. b) Differential particle flux of hot water ions ($9 \text{ eV} \leq E \leq 23 \text{ eV}$ when $E$ is adjusted for offset and spacecraft potential) for the different sectors of the RPC-ICA instrument. c) Electron temperature observed by RPC-LAP. d) Magnitude of the magnetic flux density $B$ seen by RPC-MAG. e) Neutral gas density measured by ROSINA-COPS. f) Angles between the coordinate axes of the spacecraft frame of reference and the direction to the nucleus of the comet. g) Power Spectral density of the current to Langmuir probe 1 in the frequency range $200 \text{ Hz} < f \leq 1450 \text{ Hz}$. h) Power Spectral density of the current to Langmuir probe 2 for $200 \text{ Hz} < f \leq 1450 \text{ Hz}$. Periods when the ROSINA-COPS measurements were affected by the spacecraft pointing are marked in grey at the bottom of panel e) and the top of panel f). The spikes in the neutral density at 03:54, 14:00, and 23:31 (shown in grey in panel e)) are due to wheel off-loading manoeuvres. The RPC-ICA instrument (panels a) and b)) was off during these manoeuvres.
Fig. 4. Water ion distribution functions observed at 08:00 (left column), 16:24 (mid column), and 20:46 (right column) on 20 January 2015. Panels a)–c) show the two-dimensional projection of the distribution function on a plane in velocity space. Panels d)–f) show the one-dimensional projection of the distribution functions on the horizontal axis of panels a)–c). Panels g)–i) show the same one-dimensional projection on a logarithmic vertical scale. The black curves show the data. The red, blue, and green curves show three different functions used as fits to the data. Corrections for the instrument offset and spacecraft potential have been applied. Densities and temperatures for the model curves are shown in Table 1.

Table 1. Parameters of the H$_2$O$^+$ distributions shown in Fig. 4 and the plasma parameters used to calculate the dispersion relations in Figs. 8–10.

<table>
<thead>
<tr>
<th>Time</th>
<th>$n_e$</th>
<th>$k_B T_e$</th>
<th>$k_B T_{ci}$</th>
<th>$n_e$</th>
<th>$k_B T_e$</th>
<th>$k_B T_{ci}$</th>
<th>$n_e$</th>
<th>$k_B T_e$</th>
<th>$k_B T_{ci}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>08:00</td>
<td>$7.0 \times 10^5$</td>
<td>7</td>
<td>0.0086</td>
<td>$8.3 \times 10^7$</td>
<td>10.2</td>
<td>0.0163</td>
<td>$1.65 \times 10^8$</td>
<td>7</td>
<td>0.0086</td>
</tr>
<tr>
<td>16:24</td>
<td>$7.35 \times 10^6$</td>
<td>7</td>
<td>0.011</td>
<td>$6.7 \times 10^7$</td>
<td>7.9</td>
<td>1.26</td>
<td>$2.66 \times 10^8$</td>
<td>7</td>
<td>0.81</td>
</tr>
<tr>
<td>20:46</td>
<td>$3.95 \times 10^5$</td>
<td>7</td>
<td>0.0090</td>
<td>$6.9 \times 10^7$</td>
<td>12.9</td>
<td>0.0090</td>
<td>$2.10 \times 10^8$</td>
<td>7</td>
<td>0.0090</td>
</tr>
</tbody>
</table>

Notes. $T_e$ is the electron temperature; $T_{ci}$ is the temperature of the cold ion population and $n_e$ is the plasma density.

temperature that fits the slope of the central part of the distribution as illustrated in Figs. 4d–f. The model distributions are described in more detail in Sect. 4.2 and in Appendix A. For the faster ions in the tail or beam it is assumed that there are no contributions other than those that are observed. The parameters thus obtained are shown in Table 1. The direction from whence the beam enters the detector corresponds mainly to sectors 7 and 8 and due to the elevation angle scan it remains in the field of view when the spacecraft turns as shown in Figs. 2a–c.

Due to the limitations in angular coverage and resolution, particularly at low energies, density estimates that are based on RPC-ICA measurements alone can be uncertain. We have therefore included three different distribution function estimates for each of the three times in Fig. 4. The distributions shown by the red curves in Figs. 4d–i are based on RPC-ICA data only; the distributions represented by the dashed green curves also take information obtained from Langmuir probe current–voltage characteristics into account; and the blue curves are obtained assuming
a higher bulk density in order to produce dispersion relations in agreement with the power spectral densities observed by the Langmuir probe. At all three times, the assumed density is much lower for the red curve than for the green and the blue curves. The blue curves are not much different from the green ones in Fig. 4, but, as seen in Table 1, the electron temperatures differ between the two sets, affecting the dispersion relation calculations in Sect. 4.

At 16:24 the two-dimensional distribution shown in Fig. 4b shows a ring-shaped region, which indicates that there is a higher temperature isotropic distribution present. In the other two cases only faint traces of such a ring-shaped region can be seen. In order to model this difference a higher bulk ion temperature has been assumed for the green and blue curves at 16:24, while it remains low for the times 08:00 and 20:46. In Sect. 4 dispersion relations computed for the alternative distributions will be compared to wave data, and that can be used to determine which assumption is the more realistic in each case.

2.4. Density estimates: inter-instrumental comparison

A density estimate can be obtained by integrating the ion distribution function over all three velocity dimensions. The red curve density in Table 1 was obtained in this way. The difference between this density estimate and the one derived from the Langmuir probe, which is tabulated for the green curve in Table 1, is relatively large. It is therefore useful to choose an interval where density data from RPC-LAP, RPC-ICA, and the mutual impedance probe (RPC-MIP) are available simultaneously to cross-calibrate the instruments and assess the accuracy of the different methods. Reliable RPC-MIP densities and RPC-LAP wave spectra are not always available at the same time, especially during the low activity phase of the comet when RPC-MIP density estimates are mainly retrieved in the long Debye length (LDL) mode (Trotignon et al. 2007). Therefore 19 January 2015, the day before the one which is the primary subject of this investigation, was chosen for cross-calibration purposes. Figure 5 shows density estimates obtained from RPC-ICA, RPC-LAP, and RPC-MIP spectrum recorded during a period on 19 January 2015, when RPC-MIP estimated a stable plasma density of approximately 150 cm$^{-3}$. The RPC-MIP density estimates are derived by evaluation of the complex (amplitude and phase) active mutual impedance spectra when RPC-MIP was operated in the LDL mode.

For the estimates based on RPC-ICA data only the central part of the ion distribution function has been assumed to be isotropic. Estimates using two different limits for the isotropic part are shown in Fig. 5, namely $v_i \lesssim 7$ km s$^{-1}$ and $v_i \lesssim 12$ km s$^{-1}$. The 7 km s$^{-1}$ limit gives an agreement with RPC-MIP within a factor of three. The 7 km s$^{-1}$ limit gives an underestimate of the density, and the difference is large for some of the data points. Most of the ion density is located in the low energy part of the distribution, which is the most difficult to measure accurately, and it is also the most affected by the potential structure that surrounds the negatively charged spacecraft.

Examination of Langmuir probe current–voltage characteristics yields electron temperatures in the 6–10 eV range. If the plasma frequency observed by RPC-MIP. In the absence of RPC-MIP data, as for example on 20 January, RPC-LAP data should provide a more accurate density value than RPC-ICA data.

3. Wave observations

Throughout the day of 20 January 2015, the two Langmuir probes recorded 535 time series of 1600 samples each at a sampling frequency of 18750 Hz. Thus, each time series is 85.3 ms long. The probes were kept at a constant potential, probe 1 at +30 V and probe 2 at −30 V with respect to the spacecraft, and the current to each of the probes was recorded. Power spectral densities for the two probes are shown in the left column of Fig. 6 for times 08:00, 16:24, and 20:46. Noise from the RPC-MIP instrument can potentially be picked up by the probes, distorting the measured spectrum. The two instruments are synchronised so that for each 8 ms period of RPC-LAP data, RPC-MIP is operating during the first 2 ms. The power spectral density may be computed for the 6 ms interval when RPC-MIP is off, but the short duration of the 6 ms segments limits the frequency resolution. Each 6 ms segment comprises only 113 samples. In Fig. 6 the dashed curves have been computed by averaging the power spectral densities obtained in all 6 ms segments unperturbed by RPC-MIP during one complete 1600 sample (85.3 ms) time series. The solid curves are computed from the complete time series using Welch’s method (Welch 1967), averaging segments of 256 samples with 65% overlap. The confidence intervals for a 95% confidence level are shown by error bars in panels a), c), and e). The blue error bars correspond to the solid curves and the green bars to the dashed curves. The upper and lower limits of the confidence intervals are frequency-independent factors multiplied by the value of the power spectral density. Since the vertical scales are logarithmic, this means that the error bars have the same size for all frequencies. It is seen in the figure that for frequencies above 200 Hz, the agreement between the dashed and solid lines is good to the extent that the frequency resolution allows. Below 200 Hz the difference between the curves...
The amplitude of the signals obtained by the two probes are of the same order of magnitude, in spite of probe 1 being biased 60 V above probe 2. In Fig. 6e the peak amplitude of the signal from probe 2 is even higher than that from probe 1. The DC current to the positively biased probe 1 is carried by electrons, while the DC current to probe 2 is dominated by photo emission. If the observed oscillations were due to particle currents proportional to the plasma density, one would expect much higher amplitudes to be observed by probe 1 than probe 2. Since that is not the case, we conclude that, for frequencies above 200 Hz, the observed current is a displacement current due to the capacitive coupling of the probe to the plasma.

Capacitively coupled double probes have been used to measure AC electric fields in laboratory plasmas (Torvén et al. 1995). It was found that the measured current is proportional to the derivative of the wave electric field with respect to time, \( dE_w/dt \), and to the capacitance between the two probe tips. Similar circuit models have been used to model the capacitive regime of probes on spacecraft (Eriksson et al. 1997). The presence of the spacecraft modifies the electric field in the vicinity of the probe and the spacecraft itself from what it would have been in the unperturbed plasma. The signal that is picked up depends on the direction of the wave field, and that is unknown. Thus, for the wave analysis in this paper, we have at our disposal a relative, but not absolute, measurement of \( dE_w/dt \).

In order to display a quantity that is proportional to the power spectral density of \( E_w \), instead of \( dE_w/dt \), the power spectral densities of the current have been divided by \( \omega^2 \) to obtain \( P_{II}/\omega^2 \), which is shown in the right column of Fig. 6. Dividing by \( \omega^2 \) amplifies low frequency noise, changing the shape of the curve also in the absence of a wave signal. The spectrum obtained at 08:00, panels a) and b), has its main peak just below 500 Hz, and a peak at the second harmonic can also be seen. The spectrum recorded at 20:46 (panels e) and f)) is similar in shape, except that there is no discernible second harmonic, and the peak is just above 500 Hz. The spectrum measured at 16:24 (panels c) and d)) is not above the noise floor. There is a noise floor at \( P_{II} = (2-4) \times 10^{-5} \text{nA}^2/\text{Hz} \) above \( f = 300 \text{ Hz} \), increasing to about \( 10^{-4} \text{nA}^2/\text{Hz} \) at \( f = 300 \text{ Hz} \). This is also seen in panels g) and h) of Fig. 3. Below \( f = 300 \text{ Hz} \) the spectrum obtained at 16:24 is also at the noise floor level, as seen from the dashed curves in Fig. 6c.

While we cannot make a precise determination of the electric field, an order of magnitude estimate can be made. For the spectra that are above the noise level, that is to say, those obtained at 08:00 and 20:46, \( P_{II}/\omega^2 \approx 10^{-28} \text{ A}^2 \text{s}^3/\text{Hz} \). We take this as an upper limit. In the presence of the spacecraft, the circuit would be better modelled by a lower value, of the order of 1 pF. The effective length over which the wave potential is applied depends on the direction of the field with respect to the probe-to-spacecraft direction, and we take it to be (1–2) m. Thus, the power spectral density of the electric field should be in the approximate range of \( (10^{-6}–10^{-4}) \text{V}^2 \text{m}^{-2}/\text{Hz} \).

### 4. Wave dispersion analysis

In this section we present dispersion relations and fluctuations for the distributions presented in Sect. 2.

#### 4.1. Basic conditions and assumptions

We assume that all water group ions are \( \text{H}_3\text{O}^+ \) ions. These ions may be converted to \( \text{H}_2\text{O}^+ \) in ion-neutral collisions. Fuselier et al. (2016) measured the ratio of the \( \text{H}_2\text{O}^+ \) to \( \text{H}_3\text{O}^+ \) concentrations and found that either species may dominate over the other. Since the masses of these two ions are 19 u and 18 u respectively, the mass ratio is approximately 1.06, and the corrections of speeds and ion plasma frequencies are less than 3%, as both these quantities depend on the square root of the ion mass. Gledhill & Hellberg (1986) showed that for mass ratios less than 3 the wave modes associated with one species change continuously into those of the other as their relative densities change. In our case these two sets of wave modes were already close to one another. Thus, even if a substantial part of the ions are \( \text{H}_3\text{O}^+ \), the effect on the wave analysis would amount only to a small correction and would not qualitatively change the results.

We use a single thermal distribution to model the electrons with a temperature obtained by the Langmuir probe. It is possible that a fraction of the electrons belong to a hotter – suprathermal – distribution. Such suprathermal electrons, with kinetic energies of approximately 100 eV and densities at a level of 10% of the thermal densities, were observed at comet 67P/Churyumov-Gerasimenko by Madanian et al. (2016). While the presence of...
suprathermal electrons can support electron acoustic waves, a suprathermal to thermal density ratio of above 0.2 would be required (Mace & Hellberg 1990). Even in the hypothetical case when 90% of the electrons are suprathermal and the hot to cold temperature ratio is 100, the weakly damped regime is confined to frequencies above 0.1\( f_{\text{pe}} \) (Mace & Hellberg 1990). This is far above the ion plasma frequency, and therefore these waves would not interfere with the ion acoustic waves.

The magnetic field was measured by the RPC-MAG instrument (Glassmeier et al. 2007b) and was of the order of 10 nT throughout the day of observations, as Fig. 3d shows. This corresponds to a cyclotron frequency of approximately 0.01 Hz for water ions, and the gyro radius for a \( \text{H}_2\text{O}^+ \) ion at an energy of 1 eV is approximately 60 km, which is much larger than the phenomena considered here. For pickup ions that are accelerated to much higher energies the gyro radii are even larger. The electron cyclotron frequency is in the approximate range of the observed waves, \( f_{\text{ce}} = 280 \text{ Hz} \) for \( |B| = 10 \text{ nT} \), but we can rule out the presence of electron cyclotron waves since the temporal evolution of the wave frequency does not follow the \( B \)-field magnitude. Thus, the plasma is assumed to be unmagnetised. Furthermore, we shall show that the influence of solar wind ions is negligible, and that only electrons and water group ions are important for the observed waves. Each component \( f_{\text{sw}} \) is normalised and weighted with its plasma frequency squared, \( \omega^2_{\text{pe}} \), when forming the sum in Eq. (5). We integrate in the complex plane, closing the integral path in the upper half plane, and obtain (Gunell & Skiff 2002)

\[
\epsilon(k, \omega) = 1 - 2\pi \sum_n \omega^2_{\text{pe}} \sum_{\text{b}_j \in dU} \frac{a_{jn}}{(\omega - kb_j\omega)^2},
\]

where \( U \) denotes the upper half-plane. Dispersion relations for the normal mode of the plasma are found by assuming a real value for \( k \) and finding the complex \( \omega \) that satisfies

\[
\epsilon(k, \omega) = 0.
\]

Equation (6) can be arranged, expressing \( \epsilon(k, \omega) \) as a polynomial in \( \omega/k \), whereafter Eq. (7) is solved by standard root finders (Löfgren & Gunell 1997; Gunell & Skiff 2001). However, if the modulus \( |b_{jn}| \) differs significantly between the poles, this becomes an ill-posed problem. Therefore, in this work, Eq. (7) is solved by numerically finding the solutions that minimise \( |\epsilon(k, \omega)|^2 \). In the convention used here, the imaginary part of \( \omega \) is positive for damped modes and negative for unstable modes. Computer code for computing dispersion relations has been deposited with this article as supplementary material.

### 4.3. Negligibility of the solar wind contribution

In Fig. 7a model distribution functions are shown for cometary water ions (solid blue curve) and solar wind protons (dash-dotted orange curve) and alpha particles (dashed black curve). b) Real part of \( \omega \) as a function of wave number. c) The imaginary part of \( \omega \) as a function of wave number. In this case \( \gamma > 0 \) for all three curves, which means that these modes are damped. The blue curves represent the same mode as the blue curves in Fig. 8.
orange curve) and alpha particles (dashed black curve). We combine these three populations to form $\epsilon(k,\omega)$ according to Eq. (6). Then, the solutions to Eq. (7) are found. In panels b) and c) the dispersion relation and the damping rate are shown, respectively, for the ion acoustic mode (blue curve) and the beam modes associated with the solar wind protons (dash-dotted orange curve) and alpha particles (dashed black curve). The ion acoustic mode shown here is the same as the one shown by the blue curve in Fig. 8. It is not affected by the presence of the solar wind ion species, because the density of these is insignificant in comparison with the water ion density. Also, the velocity of the solar wind ions is above 300 km s$^{-1}$, which is out of resonance with the ion acoustic speed that is only about 6 km s$^{-1}$. The proton and alpha particle beam modes are heavily damped, with damping rates three orders of magnitude above that of the ion acoustic mode. Thus, the solar wind ions can be neglected, and we shall consider only H$_2$O$^+$ ions.

4.4. Water ion waves

We have applied this method to the distributions obtained at 08:00, 16:24, and 20:46 on 20 January 2015. In each of these cases, dispersion relations were calculated for three different parameter sets detailed in Table 1 and with distributions shown by the red, green, and blue curves in Fig. 4. The ion properties of each curve are described in Sect. 2. For red and blue curves an electron temperature of $k_B T_e = 7$ eV has been used. Figure 3c shows that this was the approximate average temperature during the day, although the values scatter somewhat both above and below 7 eV. For the green curve we used the value obtained from examination of Langmuir probe current–voltage characteristics at the three times considered.

Figure 8 shows the dispersion relations for the three alternative distribution functions used to approximate the ion measurement at 08:00 on 20 January 2015 shown in, Fig. 4 with parameters in Table 1. The damping rate $\gamma$ shown in panel b) is defined as the imaginary part of $\omega$, which means that damped modes have $\gamma > 0$ and growing modes have $\gamma < 0$. Only the ion acoustic mode is shown, as it is the least damped or most unstable mode for all three parameter sets. For the ion acoustic mode, $\omega$ is proportional to $k$ for small $k$ values, and the curve flattens out as it approaches the ion plasma frequency, which is approximately 500 Hz for water ions with a density of $10^8$ m$^{-3}$. In the low bulk density case (red curves) the beam becomes relatively more important, and this makes the ion acoustic mode unstable for small values of $k$. The minimum of the red curve in Fig. 8b gives the most unstable point. This point corresponds to a frequency of 22 Hz. For higher frequencies the damping rapidly increases. This is inconsistent with the observation in Fig. 6 that there is a peak in the spectrum near 500 Hz, which is higher than the ion plasma frequency for the low-density parameter set. When a higher bulk density is assumed, as shown by the green and blue curves, ion acoustic waves are weakly damped over a larger frequency range including the frequency at which the peak appears in Fig. 6. The blue curve, with its somewhat higher ion plasma frequency, shows the best agreement with the spectrum in Fig. 6. At the peak, $f \approx 450$ Hz, the wavelength of the ion acoustic waves is $\lambda \approx 10$ m. The distribution function corresponding to this blue curve is shown by the blue curves in Figs. 8 and 4d, g. It is based on a density $n_e = 1.65 \times 10^8$ m$^{-3}$, which we take as the estimate obtained from the comparison between the computed dispersion relation and the observed spectrum. This density estimate is higher than that obtained from the Langmuir probe sweeps by approximately a factor of 2.

Figure 9 shows the dispersion relations for the three alternative interpretations of the ion distribution obtained at 16:24. These differ in both density and temperature, the distributions shown by the green and blue curves being denser and having higher temperatures as seen in Fig. 4 and Table 1. The wave modes shown are ion acoustic modes in all cases. In the higher temperature and density cases these waves are heavily damped. The damping rates for the blue and green curves in Fig. 9b are significantly higher than those for the blue and green curves in Fig. 8b. The low density and temperature distribution is unstable with the most unstable point at 48 Hz. Since no waves were seen above the noise floor in Figs. 6c and d, the higher temperature
and density interpretations (blue and green curves), which yield highly damped waves, are in better agreement with the observations than the other interpretation represented by the red curve. To completely rule out the red curve prediction, we consider the spectrum at low frequencies in Fig. 6c, using the dashed curves, as discussed in Sect. 3. The spectrum is no higher than it is in Fig. 6a, where a wave mode peaking at higher frequencies can be identified. Since the Langmuir probe spectrum is below the noise floor for the time 16:24 we cannot distinguish between the blue and the green curves, to make a density estimate.

Figure 10 shows the dispersion relations for the low (red) and high (blue and green) density interpretations of the ion distribution obtained at 20:46 on 20 January 2015. In all three cases \( T_C \gg T_i \), and the ion acoustic mode is weakly damped. For the red curve the damping is only weak for small values of \( k \). It rapidly increases with increasing \( k \) and frequencies near the observed peak, \( f \approx 590 \text{ Hz} \), are never reached. Of the two higher density interpretations the blue curve, corresponding to \( n_e = 2.1 \times 10^4 \text{ m}^{-3} \), produces the better agreement with the peak in the Langmuir probe spectrum. This is higher than that obtained from the Langmuir probe sweeps by about a factor of 3. The wavelength of these waves is estimated to be \( \lambda \approx 6 \text{ m} \).

It is worthwhile to estimate how much a Doppler shift could modify these results. The whole ion population could possibly be drifting at about \( v_i \approx 1 \text{ km s}^{-1} \), which is approximately the speed at which the neutral gas expands away from the nucleus and which is small enough to escape detection in the ion measurements. For the red curves in Figs. 8 and 9 we have \( k \approx 0.05 \text{ m}^{-1} \). The Doppler shift would be \( \Delta f = kv_i/(2\pi) \approx 8 \text{ Hz} \). This is lower than the frequencies of the unstable modes calculated above, that is to say, 22 Hz for the red curve in Fig. 8 and 48 Hz for the red curve in Fig. 9. Thus a Doppler shift does not change the conclusion that the low density distributions described by the red curves are inconsistent with the wave observations. For the green and blue curves in Figs. 8–10, \( k \approx 0.5 \text{ m}^{-1} \) at \( f = 400 \text{ Hz} \). In this case the Doppler shift would be \( \Delta f \approx 80 \text{ Hz} \). This is enough to make it difficult to determine which of the distributions represented by the green and blue curves best models the observations, but it does not change the nature of the interpretation.

5. Ion–neutral relationship

The presence of a warm ion population, as in panels b), e), and h) of Fig. 4, leads to an increased damping of ion acoustic waves, as seen in Fig. 9. The damping increases because when \( T_i \) gets closer to \( T_C \), the ion thermal speed approaches the phase velocity of the ion acoustic waves. In panel b) of Fig. 3 the flux in the energy range \( 9 \text{ eV} \leq E \leq 23 \text{ eV} \) is shown for the different sectors of the RPC-ICA instrument. Here \( E \) has been adjusted for the offset and spacecraft potential. When present, a warm and isotropic ion distribution should contribute to the flux in most sectors. One would always expect a lower flux into sectors 10–15 that are partially obscured by the spacecraft body (Nilsson et al. 2007). The measured flux into sector 1 is low due to the low sensitivity of that sector. At times when there is a significant flux in a wide range of sectors the Langmuir probe spectra in Fig. 3g and h show less wave activity: around 02:00, from about 09:30 to 11:00, from 16:00 to 18:00, and after 22:00. Ion acoustic waves are heavily damped in the presence of the warm ion populations, as illustrated by the dispersion relations in Sect. 4. The temperature of the warm ions is approximately \( 1 \text{ eV} \) determined by fitting the green and blue curves to the observed distribution in Fig. 4.

The ROSINA-COPS instrument (Balsiger et al. 2007) contains the Nude Gauge, an ionisation gauge in which a current, which is proportional to the density of the neutral gas emitted by the comet, is drawn between a hot filament and an anode. This neutral density is shown in Fig. 3f. The sensitivity is computed from the raw data assuming the sensitivity for water, and a correction for the contribution from outgassing from the surface of the spacecraft has been applied by subtracting \( 1.1 \times 10^{12} \text{ m}^{-3} \). The dropout in neutral density between 18:52 and 22:44 is caused by a slew manoeuvre that turned the side of the spacecraft where the ROSINA-COPS instrument is mounted away from the comet, as shown in Fig. 2f. Neutrals cannot reach the instrument except through collisions. With \( N_a = 4 \times 10^{15} \text{ m}^{-3} \) and \( T = 100 \text{ K} \) the mean free path for elastic collisions between water molecules is \( \Lambda = 1.07 \times 10^{-4} \text{ m} \) (Crifo 1989), which is much larger than the spacecraft dimensions, and the flow can be considered collisionless. The angles between the spacecraft to comet direction and the three axes of the spacecraft reference frame are shown in Fig. 3f. The spacecraft turned by a smaller angle between 14:30 and 18:00. This manoeuvre did not affect the neutral density measurement as the sensor remained in the gas flow as Fig. 2e shows.

The three largest neutral density peaks, at approximately 10:20, 17:00, and 22:50 in Fig. 2f, coincide with periods when warm ions are observed. The situation was less clear early in the day, when the neutral density was in the range \( 1 \times 10^{15} \text{ m}^{-3} \leq N_a \leq 2 \times 10^{13} \text{ m}^{-3} \). The 1 eV temperature of the warm ions is much greater than the neutral temperature of a couple of hundred kelvins obtained in published models (e.g. Fougere et al. 2013; Bieler et al. 2015). The origin of the water ions is neutral water. In addition to merely being ionised, which would lead to production of a warm ion population, as discussed in Sect. 3. The spectrum is no higher there than it is in Figs. 4f and i by the red, blue, and green curves, respectively.

Fig. 10. Dispersion relations at 20:46 on 20 January 2015. a) Real part of \( \omega \) as a function of wave number. b) The imaginary part of \( \omega \) as a function of wave number. For growing modes \( \gamma > 0 \) and for damped modes \( \gamma < 0 \). The red, blue, and green curves correspond to the distribution functions shown in Figs. 4f and i by the red, blue, and green curves, respectively.
The speed of the ions in the tails is in the 20–30 km s\(^{-1}\) range. This is consistent with them having been accelerated by an electric field of the order of 1 mV/m from a location a few tens of kilometres away, where they were formed created in ionisations of cometary neutrals (Nilsson et al. 2015a). This distance is similar to the spacecraft to comet distance, which was 28 km on the day of the observations. The electric field could supply the energy that heats the cold ions that have been ionised close to the spacecraft provided that there are enough collisions to isotopise and thermise the ion population. The beam arrives from an upstream direction, RPC-ICA sectors 7 and 8 in Fig. 2, and has thus travelled through a region with lower neutral density. The ion-neutral collision cross section is proportional to \(E^{-1/2}\) (Cravens & Korosmezy 1986). Once they have gained some energy, the beam ions would thus be less affected by collisions than the bulk of the locally generated ions that start out at the same velocity as the neutrals.

Mendis et al. (1986) estimated the momentum transfer cross section for H\(_2\) and H, colliding with H\(_2\)O molecules to be \(\sigma = 3 \times 10^{-18} \text{ m}^2\) for a mean speed of collisions \(v = 3 \text{ km s}^{-1}\), which is of the same order of magnitude as the speed of a typical ion in the 1 eV ion population. For a neutral density of \(N_\text{N} = 4 \times 10^{13} \text{ m}^{-3}\) we may then estimate the mean free path \(\Lambda = 1/(N_\text{N} \sigma) = 8 \text{ km}\). An ion in the newborn cold 0.01 eV population is then ten times slower, \(v = 0.3 \text{ km s}^{-1}\). Because of the \(E^{-1/2}\) energy dependence we have \(\Lambda \ll 1 \text{ km}\) for these slow ions. We take the nucleus to spacecraft distance (28 km) to be a characteristic length of the system. Observing that 1 km is much less than that length and that 8 km is not, we conclude that it is possible to heat ions in the system. Observing that 1 km is much less than that length and spacecraft distance (28 km) to be a characteristic length of the spacecraft position from a region where the ion distribution functions based on different assumptions about the low energy range where the ion observations are incomplete. Of these distributions, all those that are realistic and able to support waves in agreement with the wave observations were found to be stable. While there is an ion beam present, its density is too small in comparison to the bulk density to cause an ion–ion instability. Thus, the question of how the waves were excited remains unanswered. One possibility is that the waves have propagated to the spacecraft position from a region where the ion distribution is unstable. The waves could also have been excited by a current-driven instability. We do not measure the current, and therefore we have not included any electron drifts in our calculations. Theoretical predictions of current-driven instabilities exciting ion acoustic waves (Stringer 1964) have been confirmed in laboratory experiments (Sato et al. 1976; Michelsen et al. 1979). That currents may form in the plasma at comet 67P/Churyumov-Gerasimenko is supported by the observations of low frequency waves that are thought to be generated by a current-driven instability (Richter et al. 2015, 2016).

We found ion distributions that are consistent with a heating process where the ions are accelerated in the solar wind electric field and then scattered by collisions with the neutral gas. When ion temperatures were found to be higher outside the contact surface than in the diamagnetic cavity at comet Halley (Balsiger et al. 1986), a similar process, frictional heating, was used to explain the observations (Haerendel 1987; Cravens 1987, 1991). While both processes rely on collisions between ions and neutrals, there are important differences. At the more active comet Halley there was a fully developed diamagnetic cavity. Outside the contact surface the magnetic field was frozen into the plasma. The ions were therefore held in place by magnetic forces while being exposed to the flow of neutrals from the nucleus, and the energy producing the heating came from the kinetic energy of the neutrals. At comet 67P/Churyumov-Gerasimenko there was no diamagnetic cavity at the time of these observations. The first observation of a diamagnetic cavity at 67P/Churyumov-Gerasimenko occurred on 26 July 2015 (Goetz et al. 2016), when the comet was at 1.26 AU heliocentric distance. In our case the plasma is effectively unmagnetised on spatial scales characteristic of gradients in the coma. The relevant gyro radii are larger than the distance between the spacecraft and the nucleus. The energy that goes into ion heating comes from a large-scale solar wind convective electric field. The estimates in Sect. 5 are in agreement with our observations. However, to model the comet more accurately one would need more accurate knowledge of the cross sections for collisions between neutral water and water ions. Mendis et al. (1986) observed that “There are no reliable laboratory measurements of this cross-section at the present time”. This may still be true today (Johnson et al. 2008; Maudt et al. 2016).

The present study is an example of how phenomena on quite different scales interact at comets. The ion acoustic waves we observe have wavelengths of approximately ten metres. These waves depend on ion distributions whose character is influenced by ion collisions with neutrals on kilometre scales. Ion motion and electron currents are driven by the large scale electric field that, induced by the relative motion of the comet and the solar wind, is affected by mass loading on the scale of the coma; several hundred kilometres even at a low activity comet.
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</tr>
</tbody>
</table>

### Table A.2. Parameters of the distribution in panel b) of Fig. A.1.

<table>
<thead>
<tr>
<th>$M(\nu)$</th>
<th>$n$</th>
<th>$v_t/c_s$</th>
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