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measurements gave the first indication of a cutoff at \( \sim \) sources with a spectral cutoff at about this energy \[19\]. These results can be interpreted as local CRE \(0\) have shown that the CRE spectrum can be fit with a spectrum from \(\sim\) the Galaxy \[1\]. Therefore, the shape of the CRE spectrum is well described by a single power law with a spectral index of \(3.07 \pm 0.02\) (stat+syst) \(\pm 0.04\) (energy measurement). An exponential cutoff lower than 1.8 TeV is excluded at 95\% CL.

PACS numbers: 98.70.Sa, 96.50.sb, 95.85.Ry, 95.55.Vj

I. INTRODUCTION

While propagating throughout the Galaxy, high-energy Cosmic-Ray Electrons and positrons (CRE) rapidly lose energy by interacting with the interstellar radiation field through inverse Compton scattering and by synchrotron emission on the Galactic magnetic field. Their diffusion distance is several hundred parsecs at 1 TeV, much shorter than the radial scale of the Galaxy \[1\]. Therefore, the shape of the CRE spectrum from \(\sim\) 100 GeV up to several TeV (as well as the positron fraction \[2\[4\] and CRE anisotropy \[5\]) can provide evidence for local CRE sources of astrophysical (supernova remnants and pulsar wind nebulae \[6\[11\] or exotic (dark matter \[12\[14\]) nature.

Recent measurements by AMS-02 \[15\] and Fermi \[16\] have shown that the CRE spectrum can be fit with a single power law up to \(\sim\) 1 TeV, with an index of \(3.170 \pm 0.008\) and \(3.08 \pm 0.05\), respectively. The H.E.S.S. \[17\[18\] measurements gave the first indication of a cutoff at \(\sim\) 2 TeV. These results can be interpreted as local CRE sources with a spectral cutoff at about this energy \[19\].
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The Fermi Large Area Telescope (LAT) \[20\], while designed to detect gamma rays, is able to collect and identify CREs with a large acceptance by combining information from its three subsystems, a silicon-strip detector based tracker-converter (TKR), an imaging calorimeter (CAL) consisting of 8 layers of CsI detectors and an anti-coincidence detector (ACD) constructed from tiles of plastic scintillator surrounding the TKR and CAL.

Extending the CRE energy measurement beyond 1 TeV with the LAT is challenging because, at such high energy, only \(\sim\) 35\% of the shower is on average contained in the CAL and a significant fraction of the CAL crystals along the shower axis are saturated (crystal saturation occurs when more than \(\sim\) 70 GeV is deposited in one crystal, which occurs for CREs above \(\sim\) 600 GeV). Thanks to the new Pass 8 event analysis \[21\], with improved track and shower reconstruction as well as improved multivariate methods for background suppression, we can achieve a level of background contamination smaller than 25\% and an energy resolution (defined as the half-width of the 68\% containment range) better than 20\% up to 2 TeV.

In this article, we present an updated measurement of the CRE spectrum, using almost seven years of LAT Pass 8 data up to 2 TeV, performing the first direct measurement above 1 TeV. A search for anisotropies, using the same data and event selection, and a theoretical interpretation of the CRE spectrum are presented in separate
The paper is structured as follows: the event selection is introduced in section II and further detailed in the two following sections. The energy measurement and the study of systematic uncertainties are described in sections V and VI respectively, while the results are presented and discussed in section VII.

II. EVENT SELECTION

The LAT on-board gamma filter is designed to reject charged particles but it accepts all events with a deposited energy in the CAL larger than 20 GeV. As in the previous LAT CRE measurement [16], we performed two independent analyses: the High-Energy (HE) analysis above 42 GeV and the Low-Energy (LE) analysis between 7 and 70 GeV. The former selects events passing the on-board gamma filter, whereas for the latter we use an unbiased sample of all trigger types, prescaled on-board by a factor of 250. In both analyses, we first apply a set of simple cuts before performing a multivariate analysis in order to reduce as much as possible the residual proton contamination.

We use LAT Pass 8 data collected between August 4, 2008 and June 24, 2015, requiring that the rocking angle of the LAT from the zenith is less than 51 degrees. The overall live time for this dataset is 4.68 years. We select events within 60 degrees from the LAT boresight in order to eliminate potential contamination from photons produced in cosmic-ray induced air showers in Earth’s atmosphere. The so-called photon Earth limb is located at 113 degrees from the zenith.

We require events with a well reconstructed track, whose path lengths through the CAL are larger than 8 radiation lengths. The event energy is estimated by fitting the shower profile in the CAL. We reject badly reconstructed events by requiring that the $\chi^2$/n.d.f. of the shower profile fit is less than 20. In order to remove alphas and heavier ions we use the path-length-corrected signal in the ACD and the TKR time over threshold which provide charge-deposition information. Both variables are sensitive to the ionization signal which is proportional to $Z^2$. Applying a cut in the plane spanned by these two variables around the $Z = 1$ group reduces contamination of alphas and ions to less than a few per mil with respect to protons. This cut also reduces the residual contribution from celestial photons below 1% of the CRE flux. The LE selection requires more than 2 GeV deposited in the CAL.

For both the HE and the LE analyses, these cuts (hereafter referred to as pre-cuts) are combined with further selections based on multivariate classification analyses. We use the multivariate analysis toolkit TMVA [24] to train Boosted Decision Trees (BDT) with simulated datasets. After training, each BDT provides a variable $p_{\text{BDT}}$ between $-1$ and $+1$, corresponding to most proton-like and most electron-like events, respectively. Since the $p_{\text{BDT}}$ distribution for electrons peaks very sharply at 1, we use $P_{\text{CRE}} = \log_{10}(1 - p_{\text{BDT}})$ as the CRE estimator. For each energy bin of the analyses, we fit the distribution of $P_{\text{CRE}}$ with two templates corresponding to simulated electrons and background, respectively. After choosing the cut on $P_{\text{CRE}}$ that selects the CRE candidates, we use the result of the template fit to estimate and subtract the number of residual background events. The HE and LE multivariate analyses are described in the two following sections.

The simulated datasets that are used to train the BDTs were generated with the standard LAT Monte Carlo (MC) suite [20], a detailed simulation of the passage of particles through the LAT based on the Geant4 package [23]. Independent simulated datasets were produced to perform data/MC comparisons, model the CRE acceptance and estimate the residual background contamination. Above 42 GeV, the residual background after pre-cuts due to non-proton particles is negligible compared to that due to protons, so the Monte Carlo background sample used in the HE analysis is the output of a pure proton simulation, from 4 GeV to 20 TeV. For the LE analysis, the background MC sample used for the training is a simulation of cosmic rays of both primary and secondary origin in low Earth orbit and Earth limb photons [26].

III. HIGH-ENERGY ANALYSIS

To account for the rapid changes in event topology in the LAT between several GeV and several TeV, we define 8 bins in measured energy (equally spaced in $\log_{10} E$ between 31.6 GeV and 3.16 TeV) and train a BDT for each bin. All BDTs are trained with the same set of variables among the hundreds computed during the LAT event reconstruction. These variables were proven to be the most efficient ones in discriminating between electrons and protons thanks to an optimization procedure using only MC datasets.

These discriminating variables characterize the shower trajectory and topology using information from the CAL and TKR subsystems. We use TKR-only information, such as the average time over threshold and the number of hits in the three sections of the TKR, as well as CAL-only information, such as estimates of the shower transverse size, the crystal-based $\chi^2$ of the shower profile fit, and the ratio of the energies deposited in the first and second CAL layers. We also use TKR-CAL information like the ratio of the number of TKR hits to the energy deposited in the first two CAL layers and the distance of closest approach of the CAL cluster centroid to the track.
A. Data/MC agreement

The agreement between data and simulation for $P_{\text{CRE}}$ is critical to the analysis: it ensures the goodness of the template fit, from which the background contamination is estimated, and it drives the precision of the selection efficiency predicted by the simulation. As this agreement depends on the data/MC agreement of the individual variables used as input to the BDTs, we performed a systematic comparison of their distributions measured in data and predicted by the simulation for electrons at various energies (8 bins in $\log_{10} E$ between 31.6 GeV and 3.16 TeV) and incidence angles (5 bins in $\cos \theta$ between 0.5 and 1, where $\theta$ is the angle between the event direction and the LAT boresight).

We found that the widths of the distributions are in good agreement (within 15%), but, for some variables, the position of the peak is shifted. From the differences of peak positions between data and MC, we derived additive corrections that we parametrized as functions of energy and incidence angle, to ensure good data/MC agreement. We refer to these corrections as the Individual Variables Calibration (IVC) corrections. Rather than applying them to the simulation, we apply them to data. Both solutions are equivalent with respect to BDT efficiency (because the IVC corrections are simple shifts) but the latter is more computationally convenient as it does not require retraining the BDTs.

Fig. 1 shows the energy dependence of the peak positions for two variables, the transverse size of the shower and the crystal-based $\chi^2$ of the shower profile fit, for data and MC. Although the data/MC discrepancy for the transverse size of the shower could be solved by rescaling the energy, it is not the case for the crystal-based $\chi^2$ of the shower profile fit. As a consequence, these disagreements are not an indication of a problem in energy measurement. We believe that they are the consequence of imperfections in the instrument simulation.

The effect of the IVC corrections is clearly visible in Fig. 2 for the transverse size of the shower, which is one of the variables with the largest data/MC discrepancy. The general trend is that, before correction, the shifts increase with energy and can be as large as the distribution RMS. After correction, the residual differences between peak positions are less than 10% of the distribution RMS; we take them into account when estimating the systematic uncertainties, as described in section VI.

![Fig. 1. Energy dependence of the peak position of the distribution of two variables: the logarithm of the transverse size of the shower (left) and the logarithm of the crystal based $\chi^2$ of the shower profile fit (right). The black and red points correspond to data and simulation respectively.](image1.jpg)

![Fig. 2. The logarithm of the shower transverse size before (black lines) and after (black circles) IVC correction for events between 56 and 100 GeV (top) and between 1 and 1.78 TeV (bottom). The contribution from residual background (blue) has been subtracted from the data distributions. The red histograms correspond to the electron simulation.](image2.jpg)

B. Template fit

For each energy bin, we construct the MC electron and proton distributions of $P_{\text{CRE}}$ and use them as templates: we fit the $P_{\text{CRE}}$ distribution of the data with the sum of two MC templates whose normalizations are the two parameters of the fit.

Ideally, we would perform the fit over the whole range of $P_{\text{CRE}}$. Unfortunately, the data/MC agreement after IVC corrections is not good enough in the “pure” proton range, i.e. for $P_{\text{CRE}} > 0$. This is simply due to the fact that the initial data/MC disagreement of individual variables is not always the same for electrons and protons. The IVC corrections, which are optimized for electrons, cannot ensure a good data/MC agreement for protons.

As a result, the peak of the proton $P_{\text{CRE}}$ distribution ($P_{\text{CRE}} \gtrsim 0$) is not well reproduced by the simulation.

To mitigate the effect of the data/MC discrepancy near the proton peak we restrict the template fit to an inter-
val \( P_{\text{CRE}} < P_{\text{max}} \). To find the optimal value of \( P_{\text{max}} \) we looked at how the \( \chi^2 \) of the template fit depends on it. We performed a scan starting at \( P_{\text{max}} = -1 \), which is well outside the proton peak, but still above the predicted position of the maximum of the signal distribution, and then progressively increasing it. We found that the \( \chi^2/\text{n.d.f.} \) remains flat until the fit interval starts to comprise a significant part of the proton peak and we chose \( P_{\text{max}} \) for which the \( \chi^2 \) has doubled compared to its initial plateau. Because the data/MC disagreement is larger at high energy, the chosen value of \( P_{\text{max}} \) decreases with energy, as can be seen in Fig. 5.

Fig. 3 and 4 show the result of the template fit in two energy bins. One can see that the IVC corrections improve the data/MC agreement for the electron peak but not for the proton peak.

![Fig. 3. The result of the template fit in two energy bins [56, 65 GeV] (top) and [866, 1000 GeV] (bottom). For both energy bins, the fit is performed over the interval [-5,0] and the x-axis range is chosen to focus on the proton peak region. The data \( P_{\text{CRE}} \) distribution is shown before (black lines) and after (black circles) IVC corrections. The green histograms correspond to the sum of the electron (red) and proton (blue) templates. The vertical line show for each energy bin the position of the selection cut \( P_{\text{CRE}} < P_{\text{cut}} \).](image)

C. High-energy selection

We define our selection by looking, in each energy bin, for the cut on \( P_{\text{CRE}} \) which minimizes the flux uncertainty, taking into account all systematics (discussed in section VI). The minimum is not very pronounced, especially above 100 GeV. We choose to apply a slightly harder cut between 300 GeV and 2 TeV, in order to facilitate the IVC corrections, whose precision benefits from a low residual background contamination. Fig. 5 shows the \( P_{\text{CRE}} \) selection cut and its efficiency as a function of energy. The steps seen every 4 bins in the selection cut correspond to the transitions between the different \( P_{\text{CRE}} \) estimators at the boundaries of the BDT \( \log_{10} E \) bins. The \( P_{\text{CRE}} \) selection cut is well below \( P_{\text{max}} \).

![Fig. 4. The result of the template fit in two energy bins [56, 65 GeV] (left) and [866, 1000 GeV] (right). For both energy bins, the fit is performed over the interval [-5,0] and the x-axis range is chosen to focus on the proton peak region. The data \( P_{\text{CRE}} \) distribution is shown before (black lines) and after (black circles) IVC corrections. The green histograms correspond to the sum of the electron (red) and proton (blue) templates.](image)

![Fig. 5. Left: \( P_{\text{CRE}} \) selection cut (solid) and \( P_{\text{max}} \), the upper end of the template fit interval (dotted), as a function of energy. Right: efficiency of the \( P_{\text{CRE}} \) selection cut as a function of energy.](image)

The acceptance and the residual background contamination (defined as the ratio of the number of residual background events to the total number of events) for the HE selection are shown in Fig. 6. The fact that the ac-
ceptance decreases with energy, while the residual contamination increases, highlights the increasing difficulty of the background rejection with energy. Because the IVC corrections procedure requires enough statistics and at the same time a low background contamination, we stop the HE analysis when the residual contamination reaches 20%, which occurs at 2 TeV.

IV. LOW-ENERGY ANALYSIS

The LE selection is based on the same multivariate analysis approach as used for the HE selection. Because the energy range of the LE selection is much smaller than the HE one, we trained only one BDT, with a set of variables optimized for the LE energy range. Since the LE analysis stops at 70 GeV, there is no need to apply the IVC corrections.

The cut on \( P_{\text{CRE}} \) as a function of energy is set so that the cut efficiency for electrons is \( \sim 90\% \) from 7 GeV to 20 GeV and decreases to \( \sim 65\% \) at 70 GeV. The residual background contamination is estimated by the same template fitting technique used in the HE analysis. The acceptance and the residual background contamination for the LE selection are shown in Fig. 6.

Below \( \sim 20 \text{ GeV} \), the flux of CREs observed by the LAT is strongly influenced by the shielding effect of the magnetic field of the Earth. At a given geomagnetic position and direction with respect to zenith, Galactic charged particles can reach the detector only if they are above a certain rigidity. The dependence of the rigidity cutoff on location can be conveniently parametrized by the McIlwain L parameter \([27]\). Geographic coordinates with the same McIlwain L parameter are magnetically equivalent from the standpoint of incoming charged particles. The orbit of Fermi spans an interval of McIlwain L of \( 0.98–1.73 \), corresponding to vertical rigidity cutoff values from \( \sim 6 \text{ GeV} \) to \( \sim 14 \text{ GeV} \). Therefore, measuring the CRE spectrum at a given energy \( E \) requires selecting data collected in a McIlwain L interval in which the rigidity cutoff is smaller than \( E \).

In order to parametrize the relation between the rigidity cutoff and McIlwain L, we fit the count spectrum in 15 McIlwain L bins with \( f(E) = c_\gamma E^{-\gamma} + c_\rho E^{-\gamma_\rho}/(1 + (E/E_0)^{-\alpha}) \). The first term in \( f(E) \) corresponds to secondary CREs while the second term in \( f(E) \) corresponds to primary CREs \([\text{primary CREs}] \) which are suppressed below the energy \( E_0 \). An example of this fit is shown in Fig. 7. We use the position of the maximum of the second term as a measure of the local value of the energy cutoff \( E_c \) averaged over the instrument acceptance.

![FIG. 6. Acceptance and residual background contamination as a function of energy. The displayed LE acceptance is multiplied by 250 (as if there were no prescale factor due to the on-board filter).](image)

![FIG. 7. Fit of the count spectrum for the McIlwain L bin [1.44, 1.49]. The control region, used in the estimation of the systematic uncertainties, corresponds to the interval \([E_c, 1.3E_c]\), where \( E_c \) is the measured energy cutoff.](image)

We map the dependence of the energy cutoff on the McIlwain L parameter with the empirical relation \( E_c = -14.91 + 67.25/L - 75.71/L^2 + 39.44/L^3 \). For each energy bin of the CRE spectrum, we use this relation to find the McIlwain L value \( L_{\text{min}} \) corresponding to the lower boundary of the energy bin and select data collected in regions with \( L > L_{\text{min}} \). The corresponding fraction of live time spent by the LAT in the selected regions is \( \sim 1.25\% \) in the lowest energy bin (from 7 GeV to 7.8 GeV) and becomes \( \sim 100\% \) above \( \sim 18.2 \text{ GeV} \) (see Fig. 8).

---

1 In this section we refer to primary CREs as electrons of Galactic origin, and to secondary CREs as splash and reentrant electrons produced in the interactions of primaries in the Earth’s atmosphere.
Even above the nominal rigidity cutoff a fraction of electrons and positrons is prevented from reaching the detector by the magnetic shadow of the Earth. In order to estimate this fraction of undetected CREs, we use the particle trajectory tracing code (hereafter \textit{tracer}) developed by Smart and Shea \cite{27} and the 2010 model of the Earth’s magnetic field from the International Geomagnetic Reference Field (IGRF) \cite{28}, as we did in \cite{29}.

For efficiency’s sake, \textit{tracer} computes the trajectories of test particles in the reverse direction, starting from the spacecraft. The test particles (electrons and positrons) are generated according to a power law with an index of 3.2 using the abundance ratios measured by AMS-02 for electrons and positrons \cite{4}.

We consider test particles with trajectories reaching 20 Earth radii to have escaped the geomagnetic field, thus corresponding to CREs actually observed by the instrument, while trajectories intersecting the Earth’s atmosphere correspond to lost particles. For a given McIlwain L selection, we use the \textit{tracer} output to estimate the fraction of the latter.

The effect of the geomagnetic field on the loss of primaries is enhanced by a combination of the wide angular aperture of the LAT and its periodic rocking motion with respect to the local zenith, with the result that the edge of the field of view is often very close to the Earth.

Because of the rocking angle dependence, we derived correction factors separately for the first year of the mission (rocking angle of 35\degree) and for the following years (rocking angle of 50\degree). These correction factors are shown in Fig. \ref{fig:LE-corr} as well as the correction factors that we obtain when considering energy cutoffs 30\% higher. When estimating the systematic uncertainty for the LE analysis, we vary the energy cutoff choice between \(E_c\) and \(1.3E_c\). For each energy cutoff, we derive the corresponding McIlwain L selection and \textit{tracer} correction and compute the CRE flux. The CRE fluxes that we obtain are within 3\% of the nominal flux despite the large variation of the \textit{tracer} correction.

\section{V. Energy Measurement}

As for the previous versions of the LAT event analysis Passes 6 and 7, the Pass 8 energy reconstruction above \(\sim 5\) GeV is performed by fitting the longitudinal shower profile, using the 8 CAL layer energies. The fit parameters are the energy and two parameters that describe the shape of the profile: the shape parameter \(\alpha\) and the position of the shower maximum \(T_{\text{max}}\).

Pass 8 improves the energy reconstruction and extends the energy range up to at least 2 TeV. Fig. \ref{fig:gamma-corr} shows that the energy resolution (defined as the half-width of the 68\% containment range) ranges from 4\% at 10 GeV to 8\% at 800 GeV. Above 800 GeV the energy reconstruction is more difficult because of both low shower containment and crystal saturation. As a result the energy resolution increases more rapidly up to 17\% at 2 TeV.

Compared to the previous CRE LAT analysis \cite{16}, the energy resolution is significantly improved: at 1 TeV the 68\% and 95\% containment half-widths were 14\% and 34\%, respectively. With Pass 8 they are 10\% and 25\%, while the gain in acceptance is 50\%.

In order to define a subclass of events with a better energy resolution, that is used in section \ref{sec:disc} to test the sensitivity of the spectrum to energy resolution, we select events with a CAL path-length greater than 12 \(X_0\). It corresponds to \(\sim 15\%\) of the whole dataset. The average CAL path-length of this long-path-events selection is 13.3 \(X_0\) and the energy resolution is 4\% at 1 TeV and 8\% at 2 TeV.

Because the CAL is only 8.6 \(X_0\) long on-axis, the showers of electrons in the energy range of our analysis are not fully contained. The shower leakage is corrected for by the energy reconstruction. Therefore we have to consider two independent sources of systematic uncertainties for the measured energy. The first one is the uncertainty of the absolute energy scale and the second one is the uncertainty induced by the energy reconstruction. The

\begin{figure}[h]
\centering
\includegraphics[width=0.45\textwidth]{LE-corr.png}
\caption{LE correction factors for the first year of the mission (triangles) and for the following years (squares). Full markers correspond to the nominal energy cutoff, while the empty markers correspond to a cutoff 30\% higher. Both are almost identical above 22 GeV.}
\end{figure}
estimation of these uncertainties is described below.

The geomagnetic cutoff in the CRE spectrum at about 10 GeV provides a spectral feature that allows an absolute calibration of the LAT energy scale. At this energy, the leakage from the CAL is $\sim 20\%$ and the shower maximum lies in the middle of the CAL. As a consequence, the shower profile fit allows a precise energy reconstruction and the systematic uncertainty on the energy reconstruction at 10 GeV is negligible.

A previous measurement of the geomagnetic cutoff was used to check the LAT energy scale based on one year of LAT data [29]. The same analysis, using almost 7 years of Pass 8 data, is reported in Appendix B. We find that the ratio of the measured to expected geomagnetic cutoff is $1.033 \pm 0.004$ (stat) $\pm 0.020$ (syst). As a result, we decrease the event energies in data by $-3.3\%$ in both the LE and HE analyses and conclude that the systematic uncertainty on the absolute energy scale is 2%.

Above 10 GeV the shower leakage increases linearly with $\log_{10} E$ and the shower maximum gets closer to the end of the CAL. Therefore we expect that a potential systematic bias on the energy reconstruction would increase with the energy as well. For each event, the rear leakage corresponds to the extrapolation of the shower profile beyond the total amount of radiation lengths seen by the shower. The precision of this extrapolation depends on the precision we have on the parameters of the fit that drive the shower shape. In order to assess this precision, we compare the distributions of $\alpha$ and $T_{\text{max}}$ in data and in the simulation, as shown in Fig. 11 for events between 1 and 1.78 TeV. We find that the data/MC differences as a function of energy for $\alpha$ and $T_{\text{max}}$ are respectively within $\pm \delta_\alpha(E)$ and $\pm \delta_T(E)$, with $\delta_\alpha(E) = 0.05 \log_{10}(E/[10 \text{ GeV}])$ and $\delta_T(E) = 0.1 \log_{10}(E/[100 \text{ GeV}])$.

We estimate the uncertainty due to shower leakage by varying $\alpha$ and $T_{\text{max}}$ within $\pm \delta_\alpha(E)$ and $\pm \delta_T(E)$, renormalizing the modified profile so that it matches the last layer energy and computing the maximum leakage.

FIG. 10. Energy resolution for various selections: all events (black), events with more than 12 radiation lengths in the CAL (red). Solid (dotted) lines correspond to the 68% (95%) containment halfwidth. Thin and thick lines correspond to the LE and the HE analysis, respectively.

VI. SYSTEMATIC UNCERTAINTIES

For the HE analysis, we consider four sources of systematic uncertainty. The first three (acceptance, contamination, IVC) relate to the event selection, while the last one is the uncertainty of the energy measurement.

The uncertainty on the acceptance is estimated in each energy bin by measuring the sensitivity of the measured CRE flux to the choice of the cut on $P_{\text{CRE}}$ by varying $P_{\text{cut}}$ in a range corresponding to a variation in efficiency of $\pm 20\%$ around the nominal efficiency (under the requirement that $P_{\text{cut}} < P_{\text{max}}$). The flux variation, which we attribute to a remaining data/MC disagreement, is found to be less than 2% up to $\sim 500$ GeV, increasing to 6% at 2 TeV.

The number of residual background events is estimated by fitting simulated background templates to the data. In order to take into account the uncertainty of the Geant4 prediction of the fraction of protons mimicking electromagnetic showers, we assume a 20% uncertainty on the number of background events after the selection cut [30].
Due to the small residual background contamination, this uncertainty leads to a change in the number of signal events of less than 2% up to 1 TeV, increasing to 7% at 2 TeV.

For each input variable to the BDT, the IVC corrections are derived from the difference between the peak position of the data and MC distributions. After IVC corrections, there are still some small residual differences. We derive two alternative sets of IVC corrections in which each correction is displaced by plus or minus the maximum of the residual differences at any energy and inclination angle. Fig. 12 compares the distributions of the transverse size of the shower obtained with these two sets of corrections to the nominal one and the prediction of the simulation. The variation of the number of signal events compared to the nominal IVC corrections increases from 2% at 42 GeV to 10% at 1 TeV, reaching 14% at 2 TeV.

![Fig. 12. The logarithm of the shower transverse size after the construction and varies linearly with log \(10\) E.](image)

Regarding the systematic uncertainty on the energy measurement, there are two independent sources of uncertainty as presented in section V. The first one is the systematic uncertainty on the absolute energy scale, which does not depend on energy and is 2%. The second one is the systematic uncertainty on the energy reconstruction and varies linearly with \(\log_{10} E\) from 0% at 10 GeV to 5% at 1 TeV.

In order to account for the energy dependent part of the energy measurement systematic uncertainty, we change the energies of all flight-data events according to some conservative scenarios that depend on the spectral hypothesis we test and repeat the whole analysis. Compared to this uncertainty, the constant 2% uncertainty on the absolute energy scale is subdominant and is not considered when fitting the CRE spectrum.

When fitting the CRE spectrum in the HE analysis energy range, we add in quadrature the acceptance uncertainty to the statistical uncertainty and we treat the sum of the contamination and the IVC corrections uncertainties as nuisance parameters, as described in Appendix C. When displaying the spectrum, the statistical and systematic uncertainties (except the one on the energy measurement) are added in quadrature.

For the LE analysis, we consider the acceptance and contamination systematic uncertainties, as well as the changes induced in the spectrum by changing the McIlwain L selection. The sum of these uncertainties is \(\leq 4\)% and is added in quadrature to the statistical uncertainty.

VII. RESULTS AND DISCUSSION

For both the LE and HE analyses, we fit the CRE count spectrum by forward folding the input flux using the Detector Response Matrix (DRM) in order to take into account the detector energy resolution. The results are shown in Fig. 13 and 15. Tables with fluxes as well as event numbers can be found in Appendix D. The bin-by-bin fluxes are obtained by performing a fit with the DRM in each bin separately with a single power law with a fixed 3.1 spectral index. We note that the LE and HE spectra match very well over the overlapping range 42 < \(E\) < 70 GeV.

The dashed lines illustrate the systematic uncertainty on the energy reconstruction and correspond to the central values of the LAT flux for two scenarios in which the energy is changed by a factor that varies linearly in \(\log_{10} E\) between 0% at 10 GeV and \(\pm 5\)% at 1 TeV. We emphasize that these lines do not take into account the statistical uncertainty nor the systematic uncertainties unrelated to the energy measurement.

We also derive the HE spectrum using the subclass of events with a path length in the CAL greater than 12 \(X_0\) introduced in section V. This spectrum is systematically lower than but compatible with the all-events spectrum, as can be seen in Fig. 14. Although the energy resolution for the long-path selection is much better, the systematic uncertainties (except the one on the energy measurement) are similar to the ones of the all-events spectrum up to 200 GeV and larger above. Regarding the systematic uncertainty on the energy measurement, the long-path selection spectrum is halfway between the nominal spectrum and the spectrum corresponding to an energy correction of -5% at 1 TeV. It is compatible with the systematic uncertainty on the energy measurement of the long-path selection which is 2.5% at 1 TeV. We conclude that the long-path selection does not allow a
is negative rather than positive. The CRE spectrum between 7 GeV and 2 TeV is well fit-
ted by a power law with a spectral index 3.21 ± 0.02. The low χ² (2.25 for 15 degrees of freedom) means that the systematic uncertainties are too large to detect the devia-
tion from a power law due to the magnetic field of the heliosphere. This is strengthened by the fact that fitting between 15 and 42 GeV changes the spectral index by only 0.005. We therefore do not take into account the heliospheric effects in the following fits.

As can be seen in Fig. 15 when not taking into account the uncertainty on the energy reconstruction, the LAT CRE spectrum is above the AMS-02 one for energies larger than ~ 70 GeV and suggests the presence of a break in the spectrum. Fitting the spectrum between 7 GeV and 2 TeV with a single power law yields χ² = 64.6 for 36 degrees of freedom, corresponding to a probability of 2.4 × 10⁻³. As expected, a broken power-law fit yields a much lower χ² = 19.2 for 34 degrees of freedom. The break energy is 53 ± 8 GeV and the spectral indices below and above the break are 3.21 ± 0.02 and 3.07 ± 0.02, respectively.

Below 100 GeV, the new LAT measurement differs from the previous one by 10–30%, as can be seen in Fig. 13. A large part of this difference below 30 GeV is due to the lack of correction in the previous analy-
sis for the loss of CREs above the geomagnetic energy cutoff. After applying this correction, the remaining diff-
erence is 10–15% and is due to imperfections in the sim-
ulation that was used in the previous analysis (remnants of electronic signals from out-of-time particles were not simulated [34]).
that would be responsible for such a break, among the scenarios allowed by the systematic uncertainty on the energy reconstruction. In this scenario the energy is unchanged up to 50 GeV and then decreases linearly with \( \log_{10} E \rightarrow -5\% \) at 1 TeV. The single power-law fit then yields a \( \chi^2 = 49.9 \) for 36 degrees of freedom, corresponding to a 6\% probability.

This relatively low probability suggests that the broken power-law hypothesis would be preferred. The broken power-law fit, performed with the same scenario, yields indeed a lower \( \chi^2 = 28.9 \) for 34 degrees of freedom, a break energy of \( 47 \pm 6 \) GeV and spectral indices below and above the break of \( 3.21 \pm 0.02 \) and \( 3.11 \pm 0.02 \), respectively. The \( \chi^2 \) difference is 21 for two less degrees of freedom. The broken power-law hypothesis is thus preferred at the 4\( \sigma \) level. We note that in all the fits, some of the systematic uncertainties are treated using the nuisance parameter approach. Therefore the \( \chi^2 \) and corresponding probabilities depend slightly on the number of nuisance parameters but the level of significance of the break does not change.

AMS-02 estimated the lower limit above which the flux is described by a single power law and found 30.2 GeV [15], reporting a spectral index above this energy of \( 3.170 \pm 0.008 \) (stat+syst) \( \pm 0.008 \) (energy measurement). Performing a single power-law fit of the LAT spectrum above the same energy with the energy modification scenario introduced above, we find a spectral index of \( 3.125 \pm 0.020 \), with a \( \chi^2 \) of 28.9 for 22 degrees of freedom, corresponding to a 14\% probability. Comparing this result to the lower AMS-02 value allowed by the systematic uncertainty on the energy scale, we find that the difference between the Fermi and AMS-02 spectral indices above 30.2 GeV is \( 0.037 \pm 0.022 \). The difference is at the level of 1.7\( \sigma \). This could indicate that systematic uncertainties on the energy measurement in one or both of the results are slightly larger than estimated.

At higher energies, H.E.S.S. reported in [17] that, leaving its energy scale factor free, the H.E.S.S. data above 600 GeV combined with earlier data were well reproduced by an exponentially cutoff power law with an index of \( 3.05 \pm 0.02 \) and a cutoff at \( 2.1 \pm 0.3 \) TeV. The LAT CRE spectrum above 50 GeV, as indicated by the previous broken power-law fits, is compatible with a single power law with a spectral index of \( 3.07 \pm 0.02 \) (stat+syst) \( \pm 0.04 \) (energy measurement). Fitting the count spectrum above 50 GeV with an exponentially cutoff power law \( E^{-\gamma} e^{-E/E_c} \), does not yield statistically significant evidence for a cutoff (a \( \chi^2 \) difference of 1 for 1 less degree of freedom) and we exclude \( E_c < 2.1 \) TeV at 95\% CL. Assuming a scenario in which the energy is changed by 0\% at 50 GeV to ~5\% at 1 TeV, we exclude \( E_c < 1.8 \) TeV at 95\% CL.

Regarding the agreement between the H.E.S.S. and LAT spectra, we note that, as can be seen in Fig. 15, the energy measurement scenario corresponding to the lower dashed line yields a LAT CRE spectrum that connects to H.E.S.S. data around 1 TeV. With this scenario, the LAT spectral index is \( \sim 3.11 \), relatively steeper than 3.05, as reported by H.E.S.S. As a result, a LAT and H.E.S.S. combined fit would lead to a cutoff larger than \( \sim 2.1 \) TeV, well above the LAT lower limit of 1.8 TeV.

The precision of the LAT measurement is limited primarily by the energy dependent systematic uncertainty on the energy measurement, due to the low containment of CRE induced showers in the LAT calorimeter that worsens with energy. A possible way to mitigate this issue would be to use CRE events with an incidence angle greater than 60 degrees. The showers of these events are much more contained in the LAT instrument and the systematic uncertainty on the energy reconstruction would thus be reduced. Unfortunately, the drawback of this approach is that the track information of such events is scarce or inaccurate, which strongly hampers background rejection. We have started to investigate this approach but assessing the improvement that it can lead to is beyond the scope of this paper.

If this approach proves to be successful, its results, along with updated measurements of AMS-02 and H.E.S.S. and the first results of DAMPE [35] and CALET [36], would certainly help in detecting and characterizing precisely the features of the CRE spectrum between 10 GeV and several TeVs.
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APPENDIX A: ENERGY RECONSTRUCTION

The LAT energy reconstruction above ~5 GeV is performed by fitting the shower profile, using the 8 CAL layer energies. We use the following representation of
the longitudinal shower profile \[37\]

\[
\frac{dE(t)}{dt} = E \times \mathcal{P}(\alpha, \beta, t) = E \times \frac{(\beta t)^{\alpha-1} e^{-\beta t}}{\Gamma(\alpha)}
\]

(1)

where \(t\) is the longitudinal shower depth in units of radiation length, \(\alpha\) the shape parameter and \(\beta\) the scaling parameter. The profile shape \(\mathcal{P}\) is such that \(\int \mathcal{P}(\alpha, \beta, t)dt = 1\) and its maximum for given values of \(\alpha\) and \(\beta\) is reached at \(T_{\text{max}} = (\alpha - 1)/\beta\). The profile fit has 3 parameters (the energy and two shape parameters) and 5 degrees of freedom.

We use a model of the longitudinal profile (mean and standard deviation of the shape parameters) and a model of the average radial profile of electromagnetic showers in CsI. Both models describe the variation of the longitudinal and radial profiles with energy and were derived using dedicated Geant4 simulations from 1 GeV to 3 TeV.

The profile fit fully takes into account the geometry of the LAT calorimeter (especially the gaps between modules) in order to predict the energy deposited in the layers and crystals for any given shower profile. The energy deposition prediction is performed on an event-by-event basis, by going forward along the event axis (measured with the tracker) in steps of 1.85 mm (0.1 \(X_0\)). At each step, we compute the fraction of energy deposited in each crystal, taking into account the shower longitudinal and radial profiles and the calorimeter geometry.

The fraction of energy deposited in the crystals as a function of distance along the event axis is translated into a fraction of deposited energy as a function of radiation length, which is used in the profile fit to compute the layer energies that are compared to the measured ones. It is to be noted that the longitudinal profile is free to fluctuate in the fit according to the model of the longitudinal profile derived with Geant4. This is done by adding to the \(\chi^2\) a gaussian prior for each of the shape parameters, with mean and standard deviation as given by the model of the longitudinal profile. More information can be found in [38].

Pass 8 introduces several improvements to the energy reconstruction:

- the upper end of the energy range over which the shower longitudinal and radial models have been computed has been increased from 150 GeV to 3 TeV;
- the widening of the radial profile in the gaps between modules has been modeled;
- in the Pass 6/7 version of the profile fit, layers with at least one saturated crystal were discarded. In Pass 8, only the saturated crystals are discarded: for each layer, the energy that is considered in the fit is the sum of the energy of the non-saturated crystals.

The last point must be taken into account when estimating the systematic uncertainty on the energy reconstruction presented in section [V]. The energy deposited in the saturated crystals is missed and this additional leakage amounts on average to 10% at 1 TeV, increasing to 23% at 2 TeV. Saturation occurs for crystals in the core of the shower. Therefore, the predicted energy for the layers with saturated crystals depends on the radial profile model that we use.

In order to quantify the dependence of the energy reconstruction on the radial profile model, we scale it by ±20%. As expected, scaling the radial profile changes the \(\chi^2\) of the fit but we find that this variation occurs only above \(\sim 800\) GeV, that is to say when crystal saturation is important. Below \(\sim 800\) GeV the \(\chi^2\) is unchanged. The comparison of the \(\log_{10}\chi^2\) between data and MC shows that the data/MC difference increases linearly with \(\log_{10}E\), from 0 at 10 GeV to 0.13 at 1 TeV, without any sharp variation around 800 GeV. Quantitatively, the variation of this data/MC difference between 800 GeV and 1 TeV is less than 0.05, which would correspond to a 5% scaling of the radial profile. We therefore conclude that the radial profile model we use is correct within 5%. When scaling the radial profile within 5%, we find that the reconstructed energy variation is smaller than 0.16 \(E_{\text{rec}}(E)\) and conclude that saturation does not significantly contribute to the systematic uncertainty on the energy reconstruction.

APPENDIX B: MEASUREMENT OF THE ABSOLUTE ENERGY SCALE AT \(\sim 10\) GEV

The geomagnetic cutoff in the CRE spectrum provides a spectral feature that allows an absolute calibration of the LAT energy scale. A previous measurement of the geomagnetic cutoff was used to calibrate the LAT energy scale based on one year of LAT data [29]. We performed the same analysis, using almost 7 years of Pass 8 data, in 6 McIlwain L intervals. We used the LE CRE estimator with a cut ensuring a constant 2% residual background contamination. The \(P_{\text{CRE}}\) cut efficiency for electrons is \(\sim 30\%\) below 5 GeV, rising to 90% at 10 GeV. In order to check the sensitivity of the measurements to the selection, we also used a selection ensuring a constant 5% residual background contamination, which corresponds to an efficiency of 70% below 5 GeV, rising to 95% at 10 GeV.

After background subtraction, we are left with primary and secondary electrons. In order to measure the fraction of secondaries, we fit the CRE azimuthal distribution with the sum of two templates: for primary CREs, we use the one predicted by tracer and, for secondary electrons, we use the one observed in data well below the rigidity cutoff (when the primary fraction is lower than 0.5%). Fig. [16] shows two examples of such fits for McIlwain L in [1.0, 1.1]. They correspond to two adjacent energy bins below the geomagnetic cutoff, in which the primary fraction increases from 20% to 45%.

For each McIlwain L interval, we fit for the contribution of secondaries as a function of energy and subtract
we modify the input spectrum according to solar modulation, using the force field approximation with a solar modulation parameter \( \phi \) set to an average value for the 2008–2015 period of 500 MV. Fig. 17 shows the result of the fit for the McIlwain L interval \([1.0, 1.1]\). We then compare the values of \( E_c \) obtained in the data and predicted by \textit{tracer} to check the LAT absolute energy scale.

The \( E_c^{\text{data}}/E_c^{\text{tracer}} \) ratios in the 6 McIlwain L intervals are in agreement, as shown in Fig. 18 and the average ratio is \( 1.033 \pm 0.004 \). We varied the parameters of the analysis (event selection, energy interval used to derive the template of secondaries and spectral index of the \textit{tracer} spectrum) and found that the average ratio did not vary by more than 0.3%. Using the IGRF 1995 model changed the result by less than 0.1%. We performed this analysis in various time periods and the ratio was constant within less than 1%. We also changed the solar modulation parameter \( \phi \) to 0 and 1000 MV and the ratio changed by 0.5%. We thus estimate the systematic uncertainty of the ratio measurement to be 2%. The previous LAT measurement of the absolute energy scale found an average ratio of \( 1.025 \pm 0.005(\text{stat}) \pm 0.025(\text{syst}) \), which is compatible with the new result.

The potential systematic bias in the CRE flux measurement induced by the systematic uncertainties on background subtraction and the IVC corrections can be modeled as a sequence of unknown correction factors. They correspond to nuisance parameters that are derived in the fit of the CRE spectrum when we test different parameterizations for the CRE spectrum.

We define \( S(E) \) as the quadratic sum of the contamination and IVC corrections systematic uncertainties (discussed in section VI) as a function of energy. We choose \( N \) reference energies \( E_j \), logarithmically spaced between 42 GeV and 2 TeV, in order to define \( s(E; w) \), a piecewise function, linear in \( \log_{10} E \), defined by its values \( w_j \) at \( E_j \). The set of \( w_j \) are the nuisance parameters. The correction factor for the predicted number of counts in the analysis energy bin \( i \) is \( 1 + s(E_i; w)S(E_i) \) and the \( \chi^2 \)
function for the spectral fit is given by:

\[
\chi^2 = \sum_{i=1}^{n} \left( \frac{N_i - \left[ 1 + s(E_i; \mu_0)S(E_i) \right] \mu_i(\theta)}{\delta N_i} \right)^2 + \sum_{j=1}^{N} w_j^2
\]

where \( \theta \) are the free parameters of the CRE spectral model, \( n \) is the number of energy bins of the analysis, \( N_i \) is the number of counts measured in bin \( i \), \( \mu_i \) is the predicted number of counts after convolution with the DRM and \( \delta N_i \) is the quadratic sum of the statistical and acceptance uncertainties. The second term of the \( \chi^2 \) function corresponds to a Gaussian prior on the amplitude of the nuisance parameters.

The choice of the number of nuisance parameters \( N \) cannot be inferred from first principles. Between the contamination and the IVC corrections systematic uncertainties, the latter dominates. Because we build eight BDTs, the importance of the BDT input variables can change from bin to bin. As a consequence, a change of the IVC correction for one observable can have a significantly different impact even on two adjacent BDT energy bins.

Ignoring any correlation between BDT energy bins would lead to the choice \( N = 8 \). But the importance of the input variables depends on the variation of the event topology with energy, which is not expected to change abruptly at the BDT energy boundaries. And this argument also applies for the contamination uncertainty. In order to take into account the BDT bin-to-bin correlation, we chose \( N = 6 \). We checked that the fit results do not change significantly with \( N = 5 \) or 7.

When fitting the CRE spectrum between 50 GeV and 2 TeV with a single power law and \( N = 6 \), we find \( \chi^2 = 15.5 \) for 18 degrees of freedom. The nuisance parameters values found by the fitting procedure are shown in Fig. 19 as well as those found with \( N = 5 \) and 7. In all three cases, the nuisance parameters are within \( \pm 1 \) and the spectral index is 3.07 \pm 0.02.

When fitting with an exponentially cutoff power law \( E^{-\gamma}e^{-E/E_c} \), the 95% CL lower limit on the energy cutoff for \( N = 5 \), 6 and 7 is 2.18, 2.13 and 2.19, respectively.
<table>
<thead>
<tr>
<th>Energy(GeV)</th>
<th>Counts</th>
<th>Cont.</th>
<th>$J_E$(GeV⁻¹s⁻¹m⁻²sr⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>42.2-48.7</td>
<td>3948132</td>
<td>0.02</td>
<td>$1.78 \times (1\pm0.001\pm0.012\pm0.013) \times 10^{-03}$</td>
</tr>
<tr>
<td>48.7-56.2</td>
<td>2945632</td>
<td>0.02</td>
<td>$1.14 \times (1\pm0.001\pm0.008\pm0.014) \times 10^{-03}$</td>
</tr>
<tr>
<td>56.2-64.9</td>
<td>2189648</td>
<td>0.02</td>
<td>$7.42 \times (1\pm0.002\pm0.027\pm0.016) \times 10^{-04}$</td>
</tr>
<tr>
<td>64.9-75.0</td>
<td>1609640</td>
<td>0.02</td>
<td>$4.66 \times (1\pm0.001\pm0.016\pm0.017) \times 10^{-04}$</td>
</tr>
<tr>
<td>75.0-86.6</td>
<td>1161424</td>
<td>0.03</td>
<td>$2.98 \times (1\pm0.002\pm0.009\pm0.020) \times 10^{-04}$</td>
</tr>
<tr>
<td>86.6-100.0</td>
<td>865855</td>
<td>0.03</td>
<td>$1.93 \times (1\pm0.002\pm0.012\pm0.022) \times 10^{-04}$</td>
</tr>
<tr>
<td>100.0-115.5</td>
<td>629884</td>
<td>0.03</td>
<td>$1.24 \times (1\pm0.002\pm0.012\pm0.023) \times 10^{-04}$</td>
</tr>
<tr>
<td>115.5-133.4</td>
<td>466148</td>
<td>0.03</td>
<td>$8.06 \times (1\pm0.002\pm0.016\pm0.025) \times 10^{-05}$</td>
</tr>
<tr>
<td>133.4-154.0</td>
<td>343066</td>
<td>0.04</td>
<td>$5.24 \times (1\pm0.002\pm0.021\pm0.029) \times 10^{-05}$</td>
</tr>
<tr>
<td>154.0-177.8</td>
<td>253798</td>
<td>0.04</td>
<td>$3.33 \times (1\pm0.003\pm0.013\pm0.034) \times 10^{-05}$</td>
</tr>
<tr>
<td>177.8-205.4</td>
<td>187997</td>
<td>0.04</td>
<td>$2.16 \times (1\pm0.003\pm0.015\pm0.029) \times 10^{-05}$</td>
</tr>
<tr>
<td>205.4-237.1</td>
<td>138234</td>
<td>0.05</td>
<td>$1.40 \times (1\pm0.003\pm0.020\pm0.032) \times 10^{-05}$</td>
</tr>
<tr>
<td>237.1-273.8</td>
<td>101444</td>
<td>0.05</td>
<td>$8.80 \times (1\pm0.004\pm0.016\pm0.040) \times 10^{-06}$</td>
</tr>
<tr>
<td>273.8-316.2</td>
<td>75547</td>
<td>0.06</td>
<td>$5.88 \times (1\pm0.005\pm0.014\pm0.045) \times 10^{-06}$</td>
</tr>
<tr>
<td>316.2-365.2</td>
<td>54462</td>
<td>0.06</td>
<td>$3.70 \times (1\pm0.005\pm0.018\pm0.044) \times 10^{-06}$</td>
</tr>
<tr>
<td>365.2-421.7</td>
<td>37883</td>
<td>0.07</td>
<td>$2.33 \times (1\pm0.006\pm0.019\pm0.054) \times 10^{-06}$</td>
</tr>
<tr>
<td>421.7-487.0</td>
<td>28142</td>
<td>0.07</td>
<td>$1.56 \times (1\pm0.007\pm0.007\pm0.060) \times 10^{-06}$</td>
</tr>
<tr>
<td>487.0-562.3</td>
<td>19641</td>
<td>0.08</td>
<td>$9.62 \times (1\pm0.008\pm0.016\pm0.071) \times 10^{-07}$</td>
</tr>
<tr>
<td>562.3-649.4</td>
<td>14000</td>
<td>0.07</td>
<td>$6.16 \times (1\pm0.009\pm0.033\pm0.067) \times 10^{-07}$</td>
</tr>
<tr>
<td>649.4-749.9</td>
<td>10240</td>
<td>0.06</td>
<td>$4.11 \times (1\pm0.010\pm0.042\pm0.070) \times 10^{-07}$</td>
</tr>
<tr>
<td>749.9-866.0</td>
<td>7338</td>
<td>0.08</td>
<td>$2.67 \times (1\pm0.012\pm0.024\pm0.082) \times 10^{-07}$</td>
</tr>
<tr>
<td>866.0-1000.0</td>
<td>4938</td>
<td>0.10</td>
<td>$1.63 \times (1\pm0.015\pm0.024\pm0.094) \times 10^{-07}$</td>
</tr>
<tr>
<td>1000.0-1154.8</td>
<td>3406</td>
<td>0.11</td>
<td>$1.03 \times (1\pm0.018\pm0.028\pm0.088) \times 10^{-07}$</td>
</tr>
<tr>
<td>1154.8-1333.5</td>
<td>2249</td>
<td>0.15</td>
<td>$6.31 \times (1\pm0.023\pm0.016\pm0.097) \times 10^{-08}$</td>
</tr>
<tr>
<td>1333.5-1539.9</td>
<td>1491</td>
<td>0.13</td>
<td>$3.83 \times (1\pm0.027\pm0.075\pm0.107) \times 10^{-08}$</td>
</tr>
<tr>
<td>1539.9-1778.3</td>
<td>1086</td>
<td>0.19</td>
<td>$2.57 \times (1\pm0.036\pm0.047\pm0.143) \times 10^{-08}$</td>
</tr>
<tr>
<td>1778.3-2053.5</td>
<td>737</td>
<td>0.22</td>
<td>$1.62 \times (1\pm0.039\pm0.077\pm0.115) \times 10^{-08}$</td>
</tr>
</tbody>
</table>

**TABLE II.** Number of events after background subtraction, residual background contamination and flux $J_E$, with its statistical and systematic errors (the acceptance uncertainty and the sum of the contamination and IVC correction uncertainties are shown separately), for the HE selection.