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ABSTRACT
We use observations from the Ion and Electron Sensor (IES) on board the Rosetta spacecraft to study the relationship between the cometary suprathermal electrons and the drivers that affect their density and temperature. We fit the IES electron observations with the summation of two kappa distributions, which we characterize as a dense and warm population (\( \sim 10 \) cm\(^{-3}\) and \( \sim 16 \) eV) and a rarefied and hot population (\( \sim 0.01 \) cm\(^{-3}\) and \( \sim 43 \) eV). The parameters of our fitting technique determine the populations’ density, temperature, and invariant kappa index. We focus our analysis on the warm population to determine its origin by comparing the density and temperature with the neutral density and magnetic field strength. We find that the warm electron population is actually two separate sub-populations: electron distributions with temperatures above 8.6 eV and electron distributions with temperatures below 8.6 eV. The two sub-populations have different relationships between their density and temperature. Moreover, the two sub-populations are affected by different drivers. The hotter sub-population temperature is strongly correlated with neutral density, while the cooler sub-population is unaffected by neutral density and is only weakly correlated with magnetic field strength. We suggest that the population with temperatures above 8.6 eV is being heated by lower hybrid waves driven by counterstreaming solar wind protons and newly formed, cometary ions created in localized, dense neutral streams. To the best of our knowledge, this represents the first observations of cometary electrons heated through wave–particle interactions.


1 INTRODUCTION

Comets produce neutral gas through the sublimation of water, carbon dioxide, and other trace elements. The neutral gas forms an exosphere also known as a coma. Gas in the coma moves radially away from the nucleus, and a substantial fraction is eventually ionized through photoionization from solar ultraviolet radiation, charge exchange with the solar wind, or electron impact ionization (Cravens 1987; Cravens et al. 1987; Gan & Cravens 1990). In situ observations of cometary ionospheres have been made at comets 1P/Halley (Gringauz et al. 1986; Johnstone 1990; Larson et al. 1992), Giacobini–Zinner (Bame et al. 1986; Thomsen 1986).
et al. 1986; Zwickl et al. 1986), Grigg–Skjellerup (Reme et al. 1993), 19P/Borrelly (Nordholt et al. 2003; Young et al. 2004), and recently at 67P/Churyumov–Gerasimenko (67P) (Broiles et al. 2015; Burch et al. 2015; Clark et al. 2015; Edberg et al. 2015; Goldstein et al. 2015; Nilsson et al. 2015a; Behar et al. 2016).

Observations of cometary electrons have been made at all the comets mentioned above, but we especially highlight the International Cometary Explorer’s flyby of Giacobini–Zinner. Bame et al. (1986) performed a moment analysis of the electron environment throughout the closest approach and found that a number of distinct regions could be classified by the electron properties. Zwickl et al. (1986) used the same data and refined the analysis by characterizing the electrons into cold ($T \approx 2$ eV), mid ($T \approx 10$ eV), and hot ($T \approx 20$ eV) populations and fitted each with Maxwellian distributions. Both Bame et al. (1986) and Zwickl et al. (1986) found that the electron temperature was hottest in the flanks of the coma, far from the nucleus.

Edberg et al. (2015) studied the bulk electron environment at 67P. They infer the bulk electron density with Rosetta’s Langmuir Probe (LAP) and Mutual Impedance Probe (MIP) (Eriksson et al. 2006; Trotignon et al. 2006). They found that the bulk electron density is inversely proportional to the distance from the comet, and that the bulk electron density is proportional to the local neutral density enhancements (Hässig et al. 2015).

Clark et al. (2015) performed the first study of cometary suprathermal electrons at 67P by fitting the electrons below a few hundred eV with a flat-top distribution (Thomsen et al. 1986). Flat-top distributions are known to form in electron populations that have passed through a shock, and through wave–particle interactions. However, a shock was unlikely to have formed at 67P when it was more than 3 au from the Sun. Consequently, Clark et al. (2015) concluded that the electrons must be heated by waves, and speculated that lower hybrid waves were a likely candidate.

Broiles et al. (2016) extended this study of the cometary electron environment at 67P by performing case studies when it was far from the Sun ($\sim$3 au), and near perihelion ($\sim$1.3 au). They also found that the velocity space density of cometary electrons was well fitted by the summation of two kappa functions. Broiles et al. (2016) characterized the two kappa functions as a warm and dense population, and a hot and rarefied population. They concluded that they were observing the mid and hot populations described by Zwickl et al. (1986) for the flyby of Giacobini–Zinner. They also determined that the hot population was likely the solar wind halo electrons penetrating the coma along the interplanetary magnetic field, but they were unable to determine the origin of the warm population.

In this work, we attempt to determine the origin of the warm electron population described by Broiles et al. (2016) using statistical analysis of the warm electron population, neutral gas, and magnetic field surrounding comet 67P/Churyumov–Gerasimenko. We rely on the same fitting and instrument calibration techniques as defined by Broiles et al. (2016) to infer the physical parameters of the warm electron population on 2014 November 1. We then compare the warm electron density and temperature with the magnetic field strength and neutral gas density at Rosetta. Finally, we qualitatively compare the warm electron temperature with the spectrum of electrostatic fluctuations. We expect to find relationships between the different drivers and the warm electron population, which may indicate its origin.

2 INSTRUMENTATION

The IES is a plasma spectrometer on board Rosetta and is a member of the Rosetta Plasma Consortium (Burch et al. 2007; Carr et al. 2007). The IES counts ions and electrons with a pair of stacked, toroidal electrostatic analysers from 4.3 eV q−1 to 18 keV q−1 with 8 per cent $\Delta E/E$ energy resolution. The instrument has a $360 \times 90$-deg2 field of view with an azimuthal resolution of 22.5 for the electron sensor and 45° for the ion sensor, and an elevation resolution of 6° for both. We note that one 45° segment of the ion sensor has a fine azimuthal resolution of 5°. Measurement cycles have a variable cadence ranging from 128 to 1024 s.

Telemetry constraints prohibit the IES from returning all of the measured data to the Earth. Consequently, the IES relies on measurement modes to reduce the size of its data product by summing adjacent measurements in azimuth, elevation, or energy to meet specific science goals.

In order to convert measurements of raw counts into physical units, we rely on a geometric factor characterized through laboratory testing prior to the launch of Rosetta (Burch et al. 2007). However, Broiles et al. (2016) found that laboratory testing could not account for all possible distortions, including spacecraft blockages, differential sensitivity between detectors, or the ageing of spacecraft components in flight. They developed a new version of the geometric factor for the electron sensor based observations made in flight, which assumes that the electron distribution is isotropic. We rely on the flight calibrated version of the geometric factor in this work, and it is publicly available on the European Space Agency’s (ESA) Planetary Science Archive.

3 OBSERVATIONS

Fig. 1 shows the position of Rosetta relative to 67P between 00:00 on 2014 November 1. (green dot) and 00:00 2014 November 2 (red dot) in Comet–Sun–Equatorial (CSEQ) coordinates. The CSEQ frame is cometocentric, with the $+X$ direction pointing from the comet to the Sun, the $+Z$ direction is the component of the Sun’s north pole of date orthogonal to $+X$, and the $+Y$ direction is orthogonal to both $+X$ and $+Z$. Two-dimensional projections of spacecraft and comet position for the $X$–$Y$, $X$–$Z$, and $Y$–$Z$ planes are shown in the background as grey lines. Rosetta was in the Southern hemisphere of the coma, slightly anti-Sunward of the terminator plane, and ~25 km from the nucleus throughout the day. Rosetta moved very little relative to the comet throughout the day compared to the
Figure 2. IES ion and electron DEF between 00:00 2014 November 1 and 00:00 2014 November 2. Panels (a) and (b) show the DEF averaged over azimuths and elevations for each energy step over time for ions and electrons, respectively. Panel (c) shows the DEF averaged over energy and azimuth for each elevation step over time. Panel (d) shows the DEF averaged over elevation and energy for each azimuth over time. The solid and dashed lines in panels (c) and (d), respectively, represent the position of the Sun and 67P in the IES’s field of view.

∼1000 km gyroradius of cometary pickup ions in 1 keV solar wind with 10 nT magnetic field.

Fig. 2 shows spectrograms of IES ion and electron observations in the form of differential energy flux (DEF) from 00:00 2014 November 01 to 00:00 2014 November 02. Fig. 2(a) contains IES ion DEF averaged over azimuth and elevation for each energy step versus time. Fig. 2(b) contains IES electron DEF averaged over elevation and azimuth for each energy step versus time. Fig. 2(c)
contains IES electron DEF averaged over energy and azimuth for each elevation versus time. Fig. 2(d) contains IES electron DEF averaged over energy and elevation for each azimuth versus time. The location of the Sun and 67P in the IES’s field of view is shown by white solid and dashed lines, respectively. Solid white vertical lines are individual measurement cycles where no data were returned and do not highlight time intervals of interest. We note that the colour of each spectrogram ranges from the lower detection limit of the instrument to the peak DEF for that specific dimension in the observed time range. Allowing the colour to span the full detectable range of the instrument shows absolute signal strength rather than highlighting small relative differences.

The IES ion observations are qualitatively similar to an inactive comet shown by Goldstein et al. (2015), Nilsson et al. (2015a), and Broiles et al. (2015). Fig. 2(a) shows that a strong signal is present at 700 eV q−1 along with a strongly correlated signal at 1400 eV q−1, and another at 2800 eV q−1. The first two signals are solar wind H+ and He++, while the highest energy signal is He++ that has gained an electron through charge exchange with cometary neutrals (Fuselier et al. 1991). Very recently created cometary ions are also faintly visible near 07:00 and 15:00 at energies below 50 eV (Nilsson et al. 2015a). Before 04:00, between 10:00 and 14:00, and after 17:00 the solar wind protons show substantial heating, deceleration, and, occasionally, disappear completely.

The electron DEF shown in Fig. 2(b) is highly variable below 100 eV throughout the day, which is qualitatively similar to observations shown by Clark et al. (2015) and Broiles et al. (2016). In particular, we note the high DEF present below 100 eV in the intervals from 00:00 to 04:00, 10:00 to 14:00, and 17:00 through the remainder of the day. The interval of high DEF between 10:00 and 14:00 contains periodic dips, which have a periodicity of 45 min to an hour. We note that periodic increases in DEF at narrow energy ranges between 200 and 2000 eV – visible as dotted, horizontal lines – are the result of interference from the Ion Composition Analyzer (ICA) (Nilsson et al. 2007).

The electron DEF is also relatively isotropic in Figs 2(c) and (d). There is a slight drop in DEF between azimuths 45° and 135°; however, this is likely to be caused by imperfections in the flight-calibrated geometric factor developed by Broiles et al. (2016), rather than a real anisotropy in the electrons. Nevertheless, data from azimuths 0° to 180° are excluded from our fitting analysis, and consequently this localized drop in DEF will not affect our results. Additionally, we note that the spacecraft remained at a relatively fixed attitude relative to 67P (panels c and d, dashed white line) and the Sun (panels c and d, solid white line) throughout the day with the exception of nine changes in spacecraft attitude that occur every 3–4 h and have a duration of ~25 min.

### 4 FITTING ANALYSIS

#### 4.1 Fitting technique

We fit the electron observations using the same technique as described by Broiles et al. (2016), but we will briefly review our approach below. Each measured distribution of electrons with the summation of two kappa functions similar to that defined by equation (3.5) of Livadiotis & McComas (2013), and the version used in our fit, is shown in equation (1). The distribution function $f$ is defined by the population’s density, $n$, bulk velocity, $\mathbf{v}$, temperature, $T$, invariant kappa index, $\kappa_0$, and spacecraft potential, $\phi_{sc}$. We note that the constants are electron charge, $q$, electron mass, $m_e$, and the Boltzmann constant, $k$.

$$f = \frac{n}{\kappa_0 \tau} \frac{\Gamma (\kappa_0 + \frac{2}{3})}{\Gamma (\kappa_0 + 1)} \times \left[ \frac{(v_x - \langle v_x \rangle)^2 + (v_y - \langle v_y \rangle)^2 + (v_z - \langle v_z \rangle)^2 + \frac{2m_e\phi_{sc}}{k^2 T}}{\kappa_0 (\frac{2kT}{m_e})^{\frac{3}{2}}} \right]^{-(\kappa_0 + \frac{2}{3})} \right] - \frac{n}{\kappa_0 \tau} \frac{\Gamma (\kappa_0 + \frac{2}{3})}{\Gamma (\kappa_0 + 1)} \times \left[ \frac{(v_x - \langle v_x \rangle)^2 + (v_y - \langle v_y \rangle)^2 + (v_z - \langle v_z \rangle)^2 + \frac{2m_e\phi_{sc}}{k^2 T}}{\kappa_0 (\frac{2kT}{m_e})^{\frac{3}{2}}} \right]^{-(\kappa_0 + \frac{2}{3})} \right]$$

As discussed in Section 3, measurements taken between azimuths 45° and 135° are anomalously low. This is a known instrumental effect, which is discussed in greater detail by Broiles et al. (2016), and gets significantly worse after 2015 April. We address this by excluding data with azimuths between 0° and 180° in our fit.

Fig. 3 shows an example of our fitting analysis for a single 256 s measurement starting at 08:46:57 on 2014 November 1. The fitting technique uses the full three-dimensional velocity space, but it is not possible to show the full three-dimensional fit. Consequently, we show the phase-space density at each energy step (black bars) summed over all elevations and azimuths between 180° and 360°. The observed phase-space density with uncertainty is shown by vertical black bars, while the fitted results for the warm and hot electron populations are represented by the red dashed curves and blue dashed curves, respectively. An assumed constant background level of 1.2 counts s−1 is also included and marked by the green dashed line. The summation of the warm, hot, and background populations is represented by the solid black curve.
4.2 Time-series analysis

Fig. 4 shows the results of our fitting analysis, as a function of time, for the warm electron population observed by the IES on 2014 November 1 along with measurements from the RPC-Magnetometer and Rosetta Orbiter Spectrometer for Ion and Neutral Analysis-Cometary Pressure Sensor (ROSINA-COPS) (Balsiger et al. 2007; Glassmeier et al. 2007). From the top to bottom, Fig. 4 includes the warm electron density (panel a), warm electron temperature (panel b), warm electron invariant kappa index (panel c), the reduced $\chi^2$ of the fitting analysis (panel d), the cometary ion and solar wind proton density computed from the zero-order moment of IES ion data (panel e), magnetic field strength (panel f), and neutral gas density (panel g). Uncertainties in the fit results are also included in panels (a)–(c). We note that the magnetometer team is still working to remove all spacecraft bias in their measurement, and consequently there may be an $\sim$2 nT offset in the magnetic field strength (Richter et al. 2015).

When compared with Fig. 2, we find that the increase in low-energy DEF observed before 02:00, between 10:00 and 14:00, and after 16:00 corresponds to a large increase in warm electron temperature (panel b). It is also interesting to note that the warm electron density (panel a) is typically in the range of 10–100 cm$^{-3}$, and does not appear to have the same behaviour as the warm electron temperature (panel b). We have visually checked the fitting results for the density measurements near 1000 cm$^{-3}$ and found to be a poor fit. Consequently, we exclude the five or six measurements with densities above 250 cm$^{-3}$ from further analysis. The invariant kappa index of the warm population (panel c) is similar to that observed by Broiles et al. (2016); $\kappa_0$ varies between 10 and 1000 and does so on time-scales shorter than an IES measurement cycle (i.e. 256 s on 2014 November 1). The reduced $\chi^2$ of the fit (panel d) is closely correlated with the warm electron temperature. Broiles et al. (2016) noted the same result, but concluded it was likely the result of anisotropic heating. The magnetic field strength (panel f) is relatively enhanced from 02:00 to 06:00, 10:00 to 16:00, and 19:00 to the end of the day. The neutral gas density (panel g) has gradual changes intermixed with nine brief spikes in density. Given the relatively small motion of Rosetta relative to the comet, as shown in Fig. 1, the gradual changes in density are likely the result of enhanced neutral density regions that vary with the rotation of 67P (Hässig et al. 2015). The gradual variations in density are reasonably correlated with the warm electron temperature (panel b). In particular, we note the density enhancement starting at 10:00 and...
Table 1. A list of time intervals on 2014 November 1 when spacecraft rotation occurred along with spikes in neutral density measured by COPS.

<table>
<thead>
<tr>
<th>#</th>
<th>Start</th>
<th>Stop</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2014 November 1 02:04</td>
<td>2014 November 1 02:27</td>
</tr>
<tr>
<td>2</td>
<td>2014 November 1 06:06</td>
<td>2014 November 1 06:25</td>
</tr>
<tr>
<td>3</td>
<td>2014 November 1 10:04</td>
<td>2014 November 1 10:23</td>
</tr>
<tr>
<td>4</td>
<td>2014 November 1 10:41</td>
<td>2014 November 1 10:48</td>
</tr>
<tr>
<td>5</td>
<td>2014 November 1 14:05</td>
<td>2014 November 1 14:23</td>
</tr>
<tr>
<td>6</td>
<td>2014 November 1 14:32</td>
<td>2014 November 1 14:58</td>
</tr>
<tr>
<td>7</td>
<td>2014 November 1 18:03</td>
<td>2014 November 1 18:25</td>
</tr>
<tr>
<td>8</td>
<td>2014 November 1 22:03</td>
<td>2014 November 1 22:23</td>
</tr>
<tr>
<td>9</td>
<td>2014 November 1 22:37</td>
<td>2014 November 1 22:46</td>
</tr>
</tbody>
</table>

Fig. 5. A scatter plot of the warm electron population’s temperature versus density over the entire day of 2014 November 1. Measurements with a temperature above and below 8.6 eV are coloured blue and black, respectively. Linear regressions to both groups are shown as dashed red lines.

The brief spikes in neutral density in shaded grey regions are associated with nine spacecraft rotations, which are shown by the change in the position of the Sun and 67P in the IES’s field of view in Figs 2(c) and (d). The spikes are likely caused by the sublimation of material off the spacecraft body from regions typically in darkness that are exposed to sunlight. The spacecraft rotations can increase the local neutral density around the spacecraft by an order of magnitude or more. Table 1 lists the nine time intervals associated with neutral density spikes, and are excluded from further analysis.

5 Statistical Analyses with Other Observations

Fig. 5 shows the warm electron temperature as a function of warm electron density for all of the IES observations on 2014 November 1. Uncertainties in the fitting results are shown for the ordinate, which is used to weight the linear regression models shown by the dashed black and blue lines. We note that there is a clear break in the relationship of these two parameters near 30 cm$^{-3}$ and 8.6 eV (100 000 K). Consequently, we divide our measurements into two separate sub-populations. The blue and black data represent fitting results with temperatures above and below 8.6 eV, respectively. We use this temperature paradigm to separate the observations for the remainder of the statistical analysis. For brevity, we refer to measurements above and below 8.6 eV as sub-populations 1 and 2, respectively. Both subsets of warm electrons have an inverse relationship between temperature and density, which are strongly correlated. However, population 1 (blue data) has a much higher temperature when the density is low and a steeper rate of cooling as the density increases.

Fig. 6 shows the warm electron density versus magnetic field strength (panel a) and warm electron temperature versus magnetic field strength for observations from 2014 November 1. Fit results for sub-population 1 are coloured blue, while fit results for sub-population 2 are coloured black. Measurements from the magnetometer are downsampled to have the same cadence as the IES so that the Pearson correlation could be performed. For each sub-population, the correlation, $r$, and the double-tailed statistical significance, $p$, are computed. Linear regression (red dashed line) is performed on a sub-population if the statistical significance of the correlation is less than 0.01. The correlation coefficient, statistical significance, and if relevant, the linear regression model are labelled in each panel for each sub-population using their respective colours. We find almost no correlation between density and magnetic field strength for either sub-population (panel a). A statistically significant relationship is present between the temperature and the magnetic field strength of sub-population 2 (panel b, black data), which has the relationship $T_W = 0.14 \times |B| + 4.1$ eV, $|B|$ in nT.

Fig. 7 shows the warm electron density versus the neutral density (panel a), the warm electron temperature versus neutral density (panel b), and the warm electron thermal pressure versus the neutral thermal pressure (panel c) for 2014 November 1. Results are shown in the same format as Fig. 6. No relationship exists between the warm electron density and the neutral density for either sub-population. In contrast, the temperature is strongly correlated with the neutral density for sub-population $1$ ($r = 0.75$, $T_W = 2.4e - 6 \times n_N - 6.7$ eV, $n_N$ in cm$^{-3}$). The warm electron thermal pressure is well correlated with the neutral thermal pressure (panel c) for sub-population $1$ (i.e. $r = 0.63$, $P_e = 0.00092 \times P_N + 0.0061$, with $P_e$ and $P_N$ in nPa) but still weaker than the relationship between electron temperature and neutral density (panel b).

6 Discussion

This study used data from Rosetta’s IES, RPC-Magnetometer, LAP, and COPS to determine drivers for cometary suprathermal electrons. Electron observations were fitted to the summation of two kappa distributions using the technique outlined by Broiles et al. (2016). We used observations from 2014 November 1 to correlate magnetic field strength and neutral density with the warm electron density and temperature.

Our analysis of IES fitting results, magnetic field, and neutral density on 2014 November 1 has resulted in the following:

(1) During three intervals on 2014 November 1, the electron DEF below 100 eV became very intense and correlated to a drop in the bulk energy of the solar wind.
Figure 6. Scatter plots of the warm electron population’s density versus magnetic field strength (panel a) and temperature versus magnetic field strength (panel b) over the entire day of 2014 November 1. Measurements with a temperature above and below 8.6 eV are coloured blue and black, respectively. Linear regression (red dashed line) is performed when the correlation between samples is found to be strongly statistically significant (i.e. $p < 0.01$).

Figure 7. Scatter plots of the warm electron population’s density versus neutral density (panel a), temperature versus neutral density (panel b), and electron thermal pressure versus neutral thermal pressure (panel c) over the entire day of 2014 November 1. Measurements with a temperature above and below 8.6 eV are coloured blue and black, respectively. Linear regression (red dashed line) is performed when the correlation between samples is found to be strongly statistically significant (i.e. $p < 0.01$).

(2) The electron DEF below 100 eV is strongly regulated by the temperature of the warm electron population.

(3) The warm electron population is made up of two sub-populations. These two sub-populations dominate at different times, have different relationships between density and temperature, and are categorized by their temperature relative to 8.6 eV.

(4) The warm electron density is not affected by the local neutral pressure or magnetic field strength.
Table 2. An estimate of the mean free path of solar wind protons and 20 eV electrons in a water coma based on equation (2) and the observed maximum and minimum neutral densities on 2014 November 1.

<table>
<thead>
<tr>
<th>Species</th>
<th>n_N (cm^{-3})</th>
<th>σ (cm^2)</th>
<th>λ (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protons</td>
<td>0.7 × 10^7</td>
<td>2 × 10^{-15}</td>
<td>710</td>
</tr>
<tr>
<td>Electrons</td>
<td>0.7 × 10^7</td>
<td>5 × 10^{-16}</td>
<td>2850</td>
</tr>
<tr>
<td>Protons</td>
<td>1.5 × 10^7</td>
<td>2 × 10^{-15}</td>
<td>330</td>
</tr>
<tr>
<td>Electrons</td>
<td>1.5 × 10^7</td>
<td>5 × 10^{-16}</td>
<td>1330</td>
</tr>
</tbody>
</table>

(5) The warm electron temperature for sub-population 2 is correlated with the local magnetic field strength.

(6) The warm electron temperature for sub-population 1 is strongly correlated with the local neutral gas density.

Fig. 2 shows that the electron DEF became significantly enhanced, and the solar wind was decelerated before 04:00, between 10:00 and 14:00, and after 17:00 on 2014 November 1. Nilsson et al. (2015) found that the deceleration and heating of the solar wind occurred when collisions between the solar wind protons and cometary neutrals were significant. The intervals of solar wind proton deceleration and heating seem well correlated with regions of enhanced neutral density shown in Fig. 4(f).

Moment analysis of the IES ion observations shows that the proton density (Fig. 4e, red data) dropped by at least a factor of 2 or 3 during enhanced neutral streams (Fig. 4e). Fuselier et al. (1991) found that solar wind α particles could charge exchange with cometary neutrals to produce He^++, and Burch et al. (2015) further showed that the charge exchange between the solar wind protons and the coma could produce a negatively charged solar wind. The process discussed by Burch et al. (2015) requires the solar wind protons to gain two electrons through charge exchange. Consequently, we consider it very likely that a substantial portion of the solar wind protons are converted into neutral hydrogen while simultaneously producing a heavy population of cometary ions with zero velocity in the rest frame. It is unclear why we do not observe an increase in the cometary ion density as the solar wind proton density decreases, or why the densities are so much lower than the electrons. However, we speculate that this could be caused by the highly directional nature of cometary pickup ions and this direction may be out of the IES’s field of view. In equation (2), the mean free path of ions and electrons, λ, is estimated from the local neutral density, n_N, and the cross-section for electron-neutral and ion-neutral collisions, σ.

\[ \lambda = \frac{1}{n_N \times \sigma}. \]  

On 2014 November 1, the local neutral density varied between \( \sim 0.7 \times 10^7 \) and \( \sim 1.5 \times 10^7 \) cm\(^{-3}\) because of the local heterogeneity in 67P’s coma (Hässig et al. 2015). The cross-section for 20 eV electrons to transfer momentum with water is \( \sim 5 \times 10^{-16} \) cm\(^2\), and is smaller for electrons at higher energies (Itikawa & Mason 2005). The cross-section for solar wind ions with cometary neutrals is estimated to be between \( 2 \times 10^{-15} \) and \( 3.5 \times 10^{-15} \) cm\(^2\) (Mendis et al. 1986; Mandt et al. 2016); we will assume \( 2 \times 10^{-15} \) cm\(^2\) for our calculations. The cross-section for charge exchange between solar wind protons and cometary neutrals is also estimated at \( 2 \times 10^{-15} \) cm\(^2\) (Burch et al. 2015). Table 2 estimates the mean free path of solar wind protons and 20 eV electrons based on the neutral pressure extrema on 2014 November 1. Rubin et al. (2014) modelled 67P’s coma at 2.7 au and found its scale size to be only a few hundred kilometres. Consequently, it seems likely that the observed solar wind deceleration in Fig. 2 was caused by momentum transfer and charge exchange with dense neutral streamers. However, the electrons in the same regions have sufficiently long mean free paths to remain effectively collisionless in 67P’s small coma.

Fig. 4(b) shows that electron DEF below 100 eV is affected by the temperature of the warm electron population. Intervals with the highest DEF correspond to temperatures up to 43 eV. Moreover, the density of the warm electron population seems to be largely constant throughout the day. Broiles et al. (2016) noted a similar result when looking at IES electron observations on a separate day. Periodic increases in the intensity of electrons below 100 eV were common before 2015 February (Clark et al. 2015; Broiles et al. 2016).

The relationship between warm electron density and temperature in Fig. 5 suggests that the warm electron population has at least two sub-populations. Warm electrons above 8.6 eV (sub-population 1) cool much faster as density increases. This may indicate that the two populations have different origins or that they experience different heating or cooling mechanisms.

Figs 6(a) and 7(a), respectively, show that there is no relationship between the warm electron density and the magnetic field strength or the local neutral density. The lack of correlation between the warm electron density and the magnetic field strength suggests that the warm electrons are not solar wind electrons convected into the coma and compressed with the local interplanetary magnetic field. Similarly, the lack of correlation between the warm electron density and local neutral density suggests that the warm electrons are not significantly populated by cometary photoelectrons. Edberg et al. (2015) found that LAP and MIP measurements of cometary electrons were well correlated with the local neutral density, which seems contradictory to our results. However, LAP and MIP measure electrons at all energies, while the IES can measure only electrons between 4.3 and 18 000 keV. Broiles et al. (2016) speculated that the cometary photoelectrons were quickly cooled to a temperature below 4.3 eV and were unlikely to be observed by the IES without a spacecraft potential greater than \( -4 \) V.

Results from Fig. 6(b) indicate that the temperature of sub-population 2 is correlated with the local magnetic field strength. We suggest that the warm electrons with temperatures below 8.6 eV were created elsewhere in the coma and experienced perpendicular heating during transport with the compression of field lines draped in the coma. This was hypothesized by Nemeth et al. (2017).

Fig. 7(b) shows that the temperature of sub-population 1 is strongly correlated with the local neutral density. Galand et al. (2017) found a similar positive correlation between electron DEF below 100 eV and neutral density, but found that it only occurred in the winter hemisphere of the coma. Nevertheless, a positive correlation between electron temperature and neutral density directly conflicts with observations from previous missions, which determined that electrons cool as the neutral density increases due to higher collision rates (Bame et al. 1986; Zwickl et al. 1986; Gan & Cravens 1990). Table 2 suggests that the cometary electrons on 2014 November 1 had a sufficiently long mean free path to not experience significant cooling. Simultaneously, the solar wind protons and newly formed cometary ions have a relatively short mean free path, which will produce counterstreaming ion populations. The flow of ion populations relative to each other produces free energy, which will lead to instabilities such as the lower hybrid wave (Gary 1993; Shapiro et al. 1999; Clark et al. 2015).

Unfortunately, burst-mode observations were not available from LAP on 2014 November 1, which prevents a direct comparison between electrostatic wave observations and results shown previously.
Figure 8. A time-series analysis of COPS, LAP, and IES observations from 00:00 2014 November 5 to 12:00 2014 November 6, Panel (a): COPS neutral density; panel (b): IES DEF for ions at each energy step over time; panel (c): power spectral density measured by LAP; and panel (d): warm electron temperature computed from our fitting results. The black curve in panel (c) is the computed lower hybrid frequency, $f_{LHW}$. Vertical dashed lines near 07:00 and 10:00 on November 6 highlight two events of interest.

However, LAP did make burst-mode observations from 00:00 2015 November 5 to 12:00 2015 November 6, as shown in Fig. 8. From the top to bottom, Fig. 8 shows the COPS neutral density, the IES DEF for ions at each energy step over time, the LAP power spectral density (PSD), and the warm electron temperature computed from fitting analysis. The LAP PSD is a measure of the change in current divided by the average current (i.e. $dI/I$), which is a proxy for plasma density oscillations divided by the total density (i.e. $dn/n$). We have highlighted two intervals of interest near 07:00 (Event 1) and 10:00 (Event 2) on November 6. The 6h periodic enhancements in neutral density are the same as those described by Hässig et al. (2015), and are more pronounced on this day relative to our previously discussed observations. We note four spikes in neutral density, which are caused by spacecraft slews and are similar to the spikes shown in Fig. 4(g). Wave activity below 1 Hz appears to be nearly continuous, but we note slight enhancements during the neutral pressure peaks. The solar wind periodically disappears throughout the day, which we attribute to solar wind deflections out of the IES’s field of view (Broiles et al. 2015; Behar et al. 2016).

We have also estimated the frequency of the lower hybrid wave, $f_{LHW}$, during this interval in Fig. 8(c) with equation (3) (Shapiro et al. 1999). The lower hybrid frequency of the waves is computed from the ion plasma frequency, $\omega_{pi}$, the electron plasma frequency, $\omega_{pe}$, and the electron cyclotron frequency, $\omega_{ce}$. Under conditions typical of a comet, the electron plasma frequency dominates over the electron cyclotron frequency, and the equation can be approximated as dependent only on the electron and ion cyclotron frequencies, $\omega_{ci}$. We assume that the ions are singly charged, and, based on the moment analysis shown in Fig. 4(e), the effective ion mass is that of water ions (i.e. 18 amu). These assumptions further reduce the
equation, and make the lower hybrid frequency dependent on the elementary charge, $q$, the magnetic field strength, $|\mathbf{B}|$, the electron mass, $m_e$, and the ion mass, $m_i$.

$$f_{LH} = \frac{\omega_{pe}}{2\pi} \approx \frac{\sqrt{\omega_{pe}\omega_{ci}}}{2\pi} = \frac{q |\mathbf{B}|}{2\pi \sqrt{m_e m_i}}.$$  \hspace{1cm} (3)

During Events 1 and 2, we note moderately enhanced neutral pressures (panel a), which also correspond to a slight slowing of the solar wind protons (panel b). There is also enhanced wave activity during both events. During Event 1, the lower hybrid frequency gradually decreases to 0.2 Hz and then abruptly returns to 1 Hz. The warm electron temperature (panel d) elevated during both events, and in the case of Event 1, it appears to correlate with the dip in lower hybrid frequency. Consequently, it appears very likely that electrostatic waves are being produced by the solar wind interacting with the coma of 67P. Waves with a frequency greater than the lower hybrid frequency are being damped through electron Landau with the coma of 67P. Waves with a frequency greater than the lower hybrid frequency are being damped through electron Landau damping.

Lower hybrid waves were observed from ground observations of the artificial cometsphere produced by the Active Magnetospheric Particle Tracer Experiment (Bernhardt et al. 1986; Gary 1993). Moreover, theory predicts that lower hybrid waves should occur at comets, and that they should heat cometary electrons parallel to the magnetic field (Shapiro et al. 1999). This hypothesis is further supported in our own results by the large reduced $\chi^2$ values returned by our fitting technique for measurements with hot temperatures (Fig. 4d; our model assumes a scalar temperature, while lower hybrid waves preferentially heat electrons in the parallel direction; Gary 1993). Finally, we note that Zwickl et al. (1986) observed the temperature of the warm electron population to be hottest in the flanks of comet Giacabini–Zinner, where the solar wind might still penetrate the coma.

The newly heated electrons are consequential to much of the coma’s physics and chemistry. Electron impact ionization is shown to be a significant driver for the production of cometary ions, particularly in the winter hemisphere of the coma (Galand et al. 2017). Moreover, the heated electrons may significantly affect the chemistry occurring in the coma (Fuselier et al. 2015, 2016). Additionally, warm electron–neutral collisions in the coma may be a source for soft X-ray production (Shapiro et al. 1999).

7 SUMMARY

We find that the warm cometary electron population discussed by Broiles et al. (2016) is made up of two sub-populations, each dominant at different times. Intervals when the warm cometary electron population has temperatures greater than 8.6 eV are dominant in local neutral density compression regions. Intervals when the warm cometary electron population has temperatures below 8.6 eV dominate in local neutral density rarefaction regions. Neither of the sub-populations’ densities is well ordered by the local neutral pressure or magnetic field strength, suggesting that they do not originate in the solar wind or from cometary photoelectrons. However, the temperature of the sub-population above 8.6 eV is well correlated by the local neutral density, while the temperature of the sub-population below 8.6 eV is well ordered by the local magnetic field strength. Ultimately, we found it consistent with data that the sub-population above 8.6 eV is being heated by lower hybrid waves driven by the counterstreaming of solar wind protons and cometary ions in collisional, high-density neutral gas streams.
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