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S U M M A R Y
Secondary microseismic noise is generated by non-linear interactions between ocean waves
at the ocean surface. We present here the theory for computing the site effect of the ocean
layer upon body waves generated by noise sources distributed along the ocean surface. By
de�ning the wave�eld as the superposition of plane waves, we show that the ocean site effect
can be described as the constructive interference of multiply re�ectedP waves in the ocean
that are then converted to eitherP or SVwaves at the ocean–crust interface. We observe that
the site effect varies strongly with period and ocean depth, although in a different way for
body waves than for Rayleigh waves. We also show that the ocean site effect is stronger forP
waves than forSwaves. We validate our computation by comparing the theoretical noise body
wave sources with the sources inferred from beamforming analysis of the three seismogram
components recorded by the Southern California Seismic Network. We use rotated traces for
the beamforming analysis, and we show that we clearly detectP waves generated by ocean
gravity wave interactions along the track of typhoon Ioke (2006 September). We do not detect
the correspondingSVwaves, and we demonstrate that this is because their amplitude is too
weak.

Key words: Body waves; Site effects; Theoretical seismology.

1 I N T RO D U C T I O N

Microseisms are continuous oscillations of the ground with periods
of between 3 and 20 s that can be detected worldwide (e.g. Gutenberg
1936; Webb 1998; Stutzmannet al. 2000; Berger2004). They can
be generated by the interactions among the atmosphere, the ocean
and the solid Earth. Seismic noise spectra show two main peaks
with periods of about 14 and 7 s, which are known as the primary
and secondary microseisms, respectively.

The primary microseismic noise is the smaller amplitude hump
that is generated by the interactions between the ocean gravity waves
at a sloping sea�oor, which occurs when the ocean waves reach
shallow water. The corresponding seismic waves have the same
period as the ocean gravity waves (Hasselmann1963).

The secondary microseismic noise is the biggest peak in the noise
spectra. Its generation is associated with the interactions between
ocean gravity waves that have similar periods and are travelling
in opposite directions. We can expect three possible sea-state con-
�gurations that result in secondary microseismic noise generation
(Ardhuin et al. 2011). The �rst class occurs when a storm has a
wide angular distribution, with ocean gravity waves coming from

many different azimuths. This mechanism dominates at frequen-
cies from 0.5 to 2 Hz, due to the wide angular distribution of the
short waves generated by a constant and steady wind, and it can
still be signi�cant at lower frequencies. In this case, the interacting
waves are within the storm. For the second class of sea-state con-
�guration, ocean gravity waves arrive at the coast, where they are
re�ected and then meet up with incident ocean gravity waves. The
interaction area is con�ned close to the coast. The third class of
sea-state con�gurations relates to the interactions of ocean gravity
waves coming from different storms. Ocean gravity waves from any
given storm can travel long distances before meeting ocean gravity
waves that are generated by another storm. This third class gener-
ates the strongest noise sources and these can occur anywhere in
the ocean basin. Obrebskiet al. (2012) showed an example of this
third class of noise generation and located a source between Hawaii
and California that was recorded by stations several thousands of
kilometres away.

Secondary microseisms are mostly dominated by surface waves,
and in particular by Rayleigh waves (Nishidaet al. 2008).
Theoretical studies of surface wave generation were developed by
Miche (1944), Longuet-Higgins (1950) and Hasselmann (1963).

1096 C� The Authors 2014. Published by Oxford University Press on behalf of The Royal Astronomical Society.
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Recently, Gualtieriet al. (2013) demonstrated that the fundamental
mode of Rayleigh waves is suf�cient to explain the main features of
the noise spectrum amplitude measured on the vertical component.

Over the past decades, many studies have focused on the location
of surface wave sources. Rayleigh wave sources have been found in
shallow water; that is, close to the coast (Bromirski & Duennebier
2002; Essenet al. 2003; Schulte-Pelkumet al. 2004; Gerstoft &
Tanimoto2007; Yang & Ritzwoller2008), in deep water (Cessaro
1994; Stehlyet al. 2006; Kedaret al. 2008; Obrebski et al.2012)
and in both cases (Haubrich & McCamy1969; Friedrichet al.1998;
Chevrotet al. 2007). Stutzmannet al. (2012) modelled seismic
noise surface waves in various environments and showed that the
strongest noise sources are generated in deep water, whereas coastal
re�ection generates numerous smaller sources that contribute to the
background noise level.

In this study, we deal with the noise body wave generation mecha-
nisms in the band of the secondary microseismic period. The origin
of noise body waves is still under debate. Sources of body waves
have been found mostly by beamforming, which enables the deter-
mination of both the azimuth and the distance between a seismic
network and a noise source. Probably, the �rst body wave source
detection by beamforming appears to have been reported by Lacoss
et al.(1969) and Haubrich & McCamy (1969). Several studies have
demonstrated that a signi�cant amount ofP-wave microseismic en-
ergy is generated far from the coast in deep oceans (e.g. Gerstoft
et al. 2008; Koperet al. 2009,2010; Land̀eset al. 2010). Sources
of body waves have also been associated with speci�c storms (e.g.
Schulte-Pelkumet al. 2004; Gerstoftet al. 2006; Koper & de Foy
2008; Zhanget al.2010a,b).

Speci�c phases have been detected by beamforming analysis.
Zhanget al. (2009) and Koperet al. (2009,2010) detectedP-wave
sources. Gerstoftet al. (2008) extractedP, PP andPKP sources.
They compared the noise sources inferred by beamforming with
ocean wave hindcast data, and they showed that these body wave
microseisms are generated close to storms, where the ocean gravity
waves are high. Koper & de Foy (2008) focused instead on body
wave phases that have interacted with the Earth core:PKPandPcP.

A comparison between body wave sources in the primary and
secondary microseismic frequency band was reported recently by
Land̀eset al.(2010). They showed that sources of secondary and pri-
mary microseismicP waves do not coincide geographically, which
indicates different generation mechanisms of these two microseis-
mic peaks.

Hillers et al. (2012) compared body wave source locations
inferred from beamforming and ocean wave model predictions,
but they used the ocean site effect derived by Longuet-Higgins
(1950) for Rayleigh waves. Differences in the spatial distribution of
Rayleigh and body wave sources were observed by Obrebskiet al.
(2013) in the North Atlantic Ocean.

We use plane wave decomposition of the wave�eld to study
the body waves generated by the interactions between ocean grav-
ity waves. Previous theoretical studies were developed by Vinnik
(1973), who neglected the ampli�cation effect of the water layer and
Ardhuin & Herbers (2013), who included the water layer and used a
local mode formalism. Here, we consider periods from 3 up to 10 s,
and we demonstrate that the ocean site effect upon the wave�eld is
the result of constructive interference of multiply re�ectedP waves
in the ocean, which are converted to eitherP waves or toSVwaves
at the sea�oor. To compute the theoretical noise body wave sources,
we consider the pressure �eld that acts at the ocean surface because
of the gravity wave interaction, and we modulate this through the
ocean site effect. These theoretical sources are compared with noise

sources that are derived by beamforming analysis, for observed seis-
mograms at the southern California seismic array. To identify the
detected waves, we consider the three components and rotate them
to analyse the beamforming along theP- andSV-components. In
the Appendix, we show that the body wave site effect can also be
obtained by using normal-mode theory. In the Appendix, we also
show that the site effect acts differently on body wave and Rayleigh
wave sources.

2 M O D E L L I N G O F T H E O C E A N S I T E
E F F E C T O N B O DY WAV E S

Seismic noise sources are due to non-linear interactions between
ocean gravity waves and can be represented as a pressure �eld that
acts on the ocean surface (Hasselmann1963). To compute the seis-
mic waves generated by this pressure �eld, it is possible to use the
elastodynamic representation theorem (Aki & Richards2002, chap-
ter 2) written with the Green’s function satisfying the free surface
boundary conditions on the ocean surface. In our case, the sources
are distributed along the ocean surface, so that only the surface
integral term contributes to the expression of the representation
theorem.

The Green’s function can be decomposed as a sum of plane waves.
For body waves in the far �eld, this sum can be approximated by
using the stationary phase method; the corresponding expression is
called the ray-theory Green’s function, and this contains only the ray
contributions. In this section, we use the plane wave decomposition
of the Green’s function, and compute the ocean site effect on one
selected plane wave. As would be expected, only planeP waves are
considered in the ocean layer.

We consider a 1-D model with an ocean layer and a homogeneous
isotropic elastic crust below, which are in welded contact on a plane
boundary (Fig.1). We denote the velocity and density of the water
layer with subscript ‘w’ and the velocity and density of the crust
with subscript ‘c’.

Let us consider a planeP wave that propagates inside the ocean
layer from the top—which is the location of the microseismic
source—to the bottom of the ocean. In the ocean layer, upgoing
P waves are then generated by re�ection at the sea�oor and down-
going P waves by re�ection at the free surface. At the sea�oor,P
andSwaves are transmitted to the medium below. The angles� Pw ,

Figure 1. Cartoon illustrating the seismic rays that propagate from the
source to the receiver. The re�ection ofP waves in the ocean layer and the
transmission/conversion ofP andSwaves in the crust below are taken into
account.
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� Pc and� Sc of the rays shown in Fig.1can be computed using Snell’s
law:
sin� Pw

� w
=

sin� Sc

� c
=

sin� Pc

� c
= p, (1)

wherep is the ray parameter.
Following Aki & Richards (2002), a planePwave that propagates

in a homogeneous layer (here the water layer) can be de�ned by its
potential:

� w(x, t) = e[i(k ·xŠ� t)] = e[i � (px+ qwzŠt )] , (2)

where k = (kx, kz) is the wavenumber vector and|k| = | �/� w|,
where� w is the compressional wave velocity in the ocean layer.
We denote the spatial coordinates withx = (x, z) and time witht.
Frequency and circular frequency are denoted asf and � = 2� f,
respectively. The imaginary unit is denoted by ‘i’. The horizontal
and vertical slowness vector components are referred to as (p, qw)
and they are related to the propagation direction (de�ned by the
angle� Pw ) by the relation (p, qw) = ( sin� Pw

� w
, cos� Pw

� w
).

We consider �rst the case of the transmittedP waves. We denote
with the indexn the plane wave that isn times re�ected from the
free surface andn times re�ected at the ocean bottom as aP wave
before being transmitted from the sea�oor in the medium below as a
P wave. We call the re�ection coef�cient at the ocean bottomRand
theP-wave transmission coef�cient at the sea�oorTP. To compute
the P-wave potential in the crust just under the ocean bottom, we
can sum up the contributions of all of theP waves that are re�ected
in the water layer before being transmitted in the crust:

� c(x, t) =
��

n=0

� [n]
c = TP(� Pw )

��

n=0

�
Š R(� Pw ) ei� w

� n
ei� (px+ qwhŠt )

= Cp(� Pw , h, � )ei� (px+ qwhŠt ), (3)

where

CP(� Pw , h, � ) =
TP(� Pw )

1 + R(� Pw ) ei� w(h,�,� Pw ) . (4)

The convergence of the series is guaranteed because|R| < 1. The
minus sign before the coef�cientR in the in�nite sum is due to the
re�ection coef�cient being (Š1) on the free surface. We denote the
phase shift due to the propagation within the water layer as� w,
which is de�ned as

� w(h, �, � Pw ) = 2�
cos� Pw

� w
h = 2� qwh, (5)

whereh is the ocean depth (Fig.1).
To obtain the re�ection and transmission coef�cients in terms

of potentials for a solid/liquid interface, we impose that the normal
displacement and the normal traction are continuous at the boundary
between the ocean and the crust and that the tangential traction
vanishes at the same discontinuity (e.g. Geldart & Sheriff2004).
The re�ection coef�cientRof thePwave at the liquid/solid interface
is

R(� Pw ) =
r1 + r2 Š r3

r1 + r2 + r3
, (6)

in which

r1 = 	 c� c(1 Š 2p2� 2
c )2 cos� Pw ,

r2 = 4� 3
c p2	 c

�
1 Š p2� 2

c

�
1 Š p2� 2

c cos� Pw ,

r3 = 	 w� w

�
1 Š p2� 2

c . (7)

Figure 2. Plane wave re�ection and transmission coef�cients in terms of
the potentials for the liquid–solid interface, with the incident wave being
a P-wave propagating in the liquid. TheP-to-Pre�ection and transmission
coef�cients are red and blue, respectively. TheP-to-S transmission coef�-
cient is green. The take-off angles are smaller than theP-wave critical angle
� �

Pw
� 15.71� .

TheP-to-Ptransmission coef�cientTP at the liquid/solid interface
is

TP(� Pw ) =
2	 w� c cos� Pw (1 Š 2p2� 2

c )
r1 + r2 + r3

, (8)

in which r1, r2 andr3 are de�ned by eq. (7).
The same approach can be adopted for theP-to-Stransmitted

waves by setting in eq. (3) theP-to-Stransmission coef�cientTS

given by

TS(� Pw ) =
4	 w� 2

c p cos� Pw

�
1 Š p2� 2

c

r1 + r2 + r3
. (9)

We note that in our simple 1-D model, theP-to-Stransmitted waves
at the ocean bottom will beSVwaves.

In our computation, we use	 w = 1.0 g cmŠ3 and� w = 1.5 km sŠ1

for water density and P-wave velocity, respectively and
	 c = 2.5 g cmŠ3, � c = 5.54 km sŠ1 and� c = � c/

�
3 = 3.2 km sŠ1

for crust density andP- andS-wave velocities, respectively.
In Fig. 2, we show the coef�cientsR, TP and TS, which are

given by eqs (6), (8) and (9). The results are shown for take-off
angles smaller than theP-wave critical angle, as denoted by� �

Pw
=

arcsin(�w/� c) � 15.71� . For take-off angles larger than� �
Pw

, the
re�ection and transmission coef�cients become complex. As we
are not interested in evanescent waves, we consider only take-off
angles smaller than� �

Pw
. Here, the coef�cientTS is always smaller

than the coef�cientTP in the considered take-off angle range.
The coef�cients R, TP and TS do not depend on� for the

water/rock discontinuity considered here. If a sediment layer is
present between the water and the rock, frequency-dependent re-
�ection and transmission coef�cients can be introduced, which are
obtained by following the approach of�Cerveńy (1989). This simple
approach is valid if the thickness of the sediment layer is smaller
than one half of the wavelength of the signal, which is the case
under most of the oceans in the period range considered here.

We obtain the water-layer site effect uponP and S waves by
summing up the site-effect coef�cients for all the different take-off
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angles. ConsideringCP(� Pw , h, � ) given by eq. (4), forP waves we
obtain

cP(h, � ) =

� � � �
Pw

0
|Cp(� Pw , h, � )|2d� Pw

	 1/2

, (10)

and forSwaves, we obtain

cS(h, � ) =

� � � �
Pw

0
|CS(� Pw , h, � )|2d� Pw

	 1/2

, (11)

where

CS(� Pw , h, � ) =
TS(� Pw )

1 + R(� Pw )ei� w(h,�,� Pw ) . (12)

The coef�cients in eqs (10) and (11) express the site effect due
to the water layer upon the seismic wave�eld generated by the
noise sources. These coef�cients are real numbers and vary with

frequency and ocean depth; more precisely, they vary with the prod-
uct fh. From results shown in Fig. 2, we can see thatTS is smaller
thanTP in the whole take-off angle range, which means thatcS is
always smaller thancP.

3 Q UA N T I TAT I V E S T U DY O F T H E
O C E A N S I T E E F F E C T U P O N B O DY
WAV E S

In this section, we investigate the ocean site effect upon body waves
due to the combined effect of bathymetryh and frequencyf. We
consider the secondary microseismic period band; that is, periods
from 3 to 10 s. We also vary the ocean depth from 1 to 10 km, to
simulate the bathymetry.

In Fig. 3, we present theP- andS-wave coef�cients as a function
of the productfh/� w, where fis the frequency,h is the ocean depth
and� w is theP-wave velocity in the ocean.

Figure 3. (a) Ocean site effect ofP waves for a �xed take-off angle that corresponds to an epicentral distance of 60� for the directP phase. The colour scale
is related to bathymetry, showing that ampli�cation occurs only at certain ocean depths. (b)P-wave site effect for take-off angles from 0� to 15� (colours).
We observe that considering different ray parameters, we have small differences between the peak abscissas. (c)P- andS-wave site effects considering the
integration over all of the take-off angles (ocean depth in colour). We observe peaks at close abscissas, meaning that they are related to similar combinations
of depth and frequency.
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Table 1. Take-off angle� Pw (fourth column) computed for each seismic phase (�rst column) in a
given range of epicentral distance (second column). In the third column, we show the corresponding
ray parameters. All of these take-off angles are included in our computation of the ocean site-effect
coef�cientscP andcS.

Seismic wave Epicentral distance
 (deg) Ray parameterp (s kmŠ1) Take-off angle� Pw (deg)

P 30� –95� 0.041–0.080 3.524–6.85
PP 60� –180� 0.042–0.080 3.59–6.86
PKP 143� –175� 0.030–0.040 2.54–3.44
PcP 0� –70� 0.0009–0.038 0.074–3.27

S 30� –95� 0.080–0.141 6.72–12.22
SS 60� –190� 0.083–0.141 7.14–12.22
SKS 110� –144� 0.019–0.037 1.62–3.20
ScS 0� –70� 0.002–0.071 0.14–6.11

Fig.3(a) shows theP-wave coef�cient|CP| for the take-off angle
� Pw = 5� , which corresponds to the epicentral distance of about 60�

for the directP phase. The ocean depth is marked with different
colours. It can be seen that only some combinations of frequency
and ocean depth give strong ampli�cation|CP|. Considering that
the average worldwide ocean depth is around 4 km, we are mostly
interested in the �rst two peaks.

In Fig. 3(b), we show theP-wave coef�cient|CP| for take-off
angles between 0� and 15� (in colours), with 1� steps. We observe
that the abscissas of the �rst two resonant peaks are relatively similar
for the different take-off angles. Prominent differences occur for the
last two peaks, which correspond to relatively unusual ocean depths
(i.e. greater than 6 km in depth). Different seismic phases are related
to different take-off angles. In Table1, we show the take-off angles
� Pw (fourth column) for different seismic phases (�rst column) in
a given range of epicentral distances (second column). We observe
that all of the seismic phases are related to take-off angles smaller
than� �

Pw
. A speci�c phase can therefore be extracted by considering

the appropriate ray parameter range.
Fig. 3(c) shows the site-effect coef�cientscP and cS, given by

eqs (10) and (11), respectively. Ardhuin & Herbers (2013) obtained
a similar result by using local modes in a �at medium. Here, by
decomposing the wave�eld into a sum of planeP waves, we show
that the ocean site effect is the result of the constructive interferences
of P-wave multiples re�ected in the ocean.

In the Appendix, we show that the same result can be obtained
by using normal modes and selecting them in relation to the seis-
mic phase. The computation of the site effect for Rayleigh waves
was reported by Gualtieriet al. (2013, their �g. 2). In Fig.A1, we
compare the site effect for Rayleigh waves (A1b) and body waves
(A1a) by plotting their amplitude as a function offh/� w. We ob-
serve a strong difference in shape between body wave and Rayleigh
wave site effects, which means that their most ampli�ed sources are
potentially located in different geographical regions.

To determine the oceanic regions that produce the strongest site
effect on body waves, we show maps of the site-effect coef�cients
cP andcS, given by eqs (10) and (11), at different periods. In Fig.4,
we show maps forP waves (left-hand column) andSwaves (right-
hand column) for three �xed periods: 4, 5 and 6 s. We use different
colour scales for theP andS waves, because the coef�cient forP
waves is larger than that forSwaves. We observe strong site-effect
variability with period. At 4 s, the maximum site effect occurs for
depths of 1.5 and 4.5 km, which correspond to the maxima of the
�rst two peaks in Fig.3(c). Depths around 4.5 km correspond to
wide areas of the ocean basins (Fig.4). For a period of 5 s, the
maxima of the �rst two peaks (Fig.3c) correspond to depths of

1.9 and 5.7 km. The area of strong site effects are different from
those observed at period of 4 s, with much stronger ampli�cation in
northwest Atlantic Ocean close to Canada and in the Paci�c Ocean
close to Japan (Fig.4). Finally, for a period of 6 s, the maximum site
effect corresponds to depths of 2.3 and 6.8 km (Fig.3c). Bathymetry
of 6.8 km is rare in the ocean and therefore mostly ridges and coastal
areas amplify the noise source (Fig.4). For that period, only the �rst
peak of Fig.3(c) is important. The existence of two peaks of high
ampli�cation explains the strong variability of the ocean site effect
with period.

4 N O I S E B O DY WAV E S O U RC E S

We compute the theoretical noise body wave sources by consid-
ering the pressure �eldP(f) due to the interaction of the ocean
gravity waves and by taking into account the site effect computed in
Section 2. The modulus of the pressure �eld is given by

|P( f )| = A
�

Fp(K � 0, f ), (13)

whereFp(K � 0, f ) is the spectral density of the pressure �eld at the
ocean surface due to the ocean wave–wave interaction (Hasselmann
1963; Ardhuinet al. 2011), andA is a normalization constant that
depends on the sampling parameters used in the ocean wave model.
The spectral densityFp(K � 0, f ) is given by

Fp(K � 0, f ) = 	 2
w g2 f E2( f /2)

� �

0
M( f /2, � )M( f /2, � + � )d�,

(14)

where 	 w is the water density,g is the gravity acceleration,f/2
is the ocean wave frequency,K is the sum of the wave numbers
of the two opposite ocean gravity waves,E(f) is the sea surface
elevation variance andM(f, � ) is the non-dimensional ocean gravity–
wave energy distribution as a function of the ocean gravity–wave
frequencyf and the azimuth� . To compute the spectral density
Fp(K � 0, f ), we use the ocean wave model that was developed by
Ardhuin et al. (2011). This is a global scale model with a constant
resolution of 0.5� in both latitude and longitude. One key point of
this model is that it is the only model to date that takes into account
the coastal re�ection of ocean gravity waves. In our computation,
we consider 5 per cent coastal re�ection.

We then compute theP- andS-wave noise sources as products
of the modulus of the pressure �eld|P(f)| (eq. 13) and the mean
site-effect coef�cients̄CP = cP/� �

Pw
andC̄S = cS/� �

Pw
for thePand

Swaves, respectively. The unit of noise body wave sources is then
Pa· s.
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Ocean site effect on noise body waves1101

Figure 4. Maps of the ocean site-effect coef�cientscP (left-hand column) andcS (right-hand column) as a function of the period: 4 s (�rst row), 5 s (second
row) and 6 s (third row). The same colour scale is used for the same wave type.

In Fig. 5, we present the example of the Typhoon Ioke in the
western Paci�c. Figs5(a) and (b) show the signi�cant wave height
and the bathymetry (from Amante & Eakins2009). Figs5(c) and
(d) show the modelled wave interaction for a period of 5 s, aver-
aged over 2 hr on the day of 2006 September 4 (Julian day 247)
and theP-wave ocean site-effect coef�cientcP as computed by
eq. (10). Figs5(e) and (f) show the correspondingP- andS-wave
theoretical sources. For a typhoon, the noise sources are class I;
that is, generated by the interactions of the ocean waves associated
with the typhoon. Therefore, the strongest wave interactions are in
the vicinity of the largest signi�cant wave height. The signi�cant
wave height maximum corresponds to the typhoon location, and
its successive positions de�ne the typhoon track. The comparison
of Figs 5(a) and (c) shows that the largest wave interactions oc-
cur along the typhoon track and behind the typhoon. The largest
wave interactions are in the typhoon tail, and the distance between
the locations of the signi�cant wave height maximum and wave
interaction maximum varies with the displacement velocity of the
typhoon. Zhanget al. (2010b) used a beamforming approach on
the southern California network data to follow this typhoon track
over several days. They computed the beam power from the vertical
component seismograms, and they backprojected the beam maxi-
mum slowness, under the assumption that the corresponding wave
is a P wave. They showed good agreement between the typhoon
track and the backprojected source location.

In Fig. 5(b), we show that the bathymetry does not change sig-
ni�cantly along the typhoon track. Because of that, at a �xed period
of T = 5 s, the ocean site effectcP does not vary strongly along the
typhoon track too (Fig.5d). From Fig.4, we also observe that the

ampli�cation due to the ocean site effect is strong only at the period
of T = 5 s along the typhoon track.

To validate our modelling, we analyse the Typhoon Ioke data
recorded by the Southern California Seismic Network (network
code CI), and we consider the three-component seismograms. We
compute the beamforming power spectrum for an angular frequency
� as follows:

BF(�, s) = |
Ns�

i =1

Si (� )eŠi � s·(xi Šxc)|2, (15)

whereNs is the number of stations,Si(� ) is the seismogram spec-
trum that is recorded at stationi, s is the slowness vector towards
the source,xi is the position vector of stationi andxc is the posi-
tion vector of the network centre. In Fig.6(a), we show the beam
power spectrum computed from the vertical seismograms over the
same 2-hr time window as in Fig.5. We observe a maximum for the
slowness modulus of 0.053 s kmŠ1 and the azimuth of 290.8� .

To determine which wave type corresponds to the detected slow-
ness, we rotate the vertical, north and east components into the so-
calledP, SVand transverse components. The radial (R) and trans-
verse (T) components are the horizontal components towards the
source and perpendicular, respectively. For each slowness vector,s,
we �rst rotate the north and east components towards the radial and
transverse components (Fig.6b). We then rotate the vertical and
radial components towards theP andSV-components (Fig.6c). The
angle of rotation is theP-wave theoretical angle of incidencei, which
is computed for each slownesss = || s|| usings = sini /� , where �
is the P-wave velocity at the receivers. We take� = 5 km sŠ1.
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1102 L. Gualtieri et al.

Figure 5. Typhoon Ioke on 2006 September 4, 12:00–14:00. The typhoon track is plotted with the black line. (a) Signi�cant wave height. (b) Bathymetry
(from Amante & Eakins2009). (c) Modulus of the pressure �eld spectrum|P(f)| due to the interaction of the ocean gravity waves. (d)P-wave ocean site effect
cP. (e) Theoretical noise sources for theP waves. The white circle shows the location of theP-wave source detected by beamforming analysis. (f) Theoretical
noise sources for theSVwaves. Figs (c), (d), (e) and (f) are computed at a period of 5 s.

IncomingPwaves are mostly polarized along theP-component, and
incomingSVwaves are mostly polarized along theSV-component.
For each slowness, we compute the beamforming power spectrum
(BF) of theP, SVandT components using eq. (15). In Figs6(d)
and (e), we show theP-component andSV-component BF. For
the P-component, we observed a BF maximum at the slowness
0.0529 s kmŠ1 and azimuth of 292.2� , which are very close to those
values obtained from the vertical component BF. The maximum am-

plitude is 0.9 relative to the vertical component BF maximum. We
�nd the P-wave source location by backprojecting the slowness and
azimuth, and we obtain the source coordinates (27.33� N, 153.96� E).
We observe good agreement with theP-wave source derived from
the wave model (Fig.5e). On theSV-component BF (Fig.6e), we
observe an extremum at the same slowness and azimuth as on the
P and vertical component BFs. Its amplitude is 0.23 relative to the
vertical component BF maximum, which is much weaker than the
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Ocean site effect on noise body waves1103

Figure 6. (a) Beamforming power spectrum of the vertical component seismograms. The colour scale is normalized to the vertical component maximum. (b),
(c) Cartoon of the coordinates. TheZ-axis is vertical and theR-axis is horizontal towards the network-source azimuth. TheP andSV-axes are in the vertical
plane de�ned byZ andR. TheP-axis is towards the theoretical direction of the incidentP wave, and theSV-axis is perpendicular toP. The P-component (d),
SV-component (e) andT-component (f) beamforming power spectra. The small black circles indicate the beam maximum. The large black circles and circle
arcs correspond to slownesses of 0.04, 0.08 and 0.14 s kmŠ1. For a distance range of 30� to 90� , theP-wave slowness is between 0.04 and 0.08 s kmŠ1, and the
S-wave slowness is between 0.08 and 0.14 s kmŠ1.

amplitude detected on theP-component BF. We interpret this signal
as the result of theP-to-SVconversions under the receivers. From
theory, we would also expect to observe anSVwave generated at
the same source location as theP wave. This would correspond to
a beam maximum at the slowness of 0.1 s kmŠ1 along the azimuth
of 292� , but it is not observed on theSV-component BF (Fig.6e).
The relative amplitude of theSwave with respect to theP wave is
given by

AS/ P =
exp(Š� t �

s / T)
exp(Š� t �

p/ T)

�
Jp

�
Js



CS

CP

� c

� c

�
, (16)

where subscriptsS andP are for theS andP waves, respectively,
T is the period,t� characterizes the seismic attenuation along the
path,

�
J is the geometrical spreading,C is the ocean site effect

computed with eqs (4) and (12) and� c and � c are theP- andS-
wave velocities in the crust, respectively. The ratio� c/� c converts
the relative ocean site effectCS/C P from potential to displacement.
The relative geometrical spreading effect is about 1. For the period
of 5 s, the relative ocean site effect isCS/C P = 0.33 and the relative
seismic attenuation effect along the path is 0.17; we obtainAS/P �
0.1. We estimate theSV-component BF relative noise level at 0.15.
Therefore, it is impossible to detect the generatedSV-wave signal
of relative BF amplitude 0.12 = 0.01 because it is too far below
the noise level. Finally, we checked that we do not observe anySH-
wave on the transverse component BF at the theoretical slowness of
0.1 s kmŠ1 and the azimuth of 292.2� (Fig. 6f).

5 C O N C LU S I O N

In this study, we used the plane wave superposition of the wave�eld
to compute the site effect of the ocean layer upon seismic noise
body waves. We considered only seismic waves in the secondary
microseismic period band. We demonstrate that the ocean site effect
can be modelled by considering the constructive interferences of
multiply re�ectedP waves in the ocean, which are converted intoP
andSVwaves at the liquid–solid sea�oor interface. We show in the
Appendix that the noise body wave site effect can also be retrieved
using normal modes.

We computed both theP- and S-wave ocean site effects and
we observe that they have the same dependence with respect to
frequency and bathymetry. Fixing the period, we show site-effect
maps where the ampli�cation patterns are relatively similar for both
P andSwaves. However, in terms of amplitude, these maps show
a stronger site effect for theP waves than for theS waves. We
also observe important variations with frequency of the site-effect
maps for the same seismic phase. The Rayleigh wave site effect
was recently computed by Gualtieriet al. (2013) using normal
modes. Comparing Rayleigh wave and body wave site effects (see
the Appendix), we observe that the local bathymetry produces a
different effect on these.

We validate our modelling by computing noise theoretical sources
as the product of the pressure �eld induced by the interaction of
ocean gravity waves and the site-effect coef�cient. We compare
our results with the beamforming analysis results for Typhoon Ioke
(2006 September) that was recorded by the Southern California
Seismic Network. To identify which waves correspond to the BF
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detected signals, we rotated the traces to compute theP, SVand
transverse component BF. We obtain a good match between the
theoretical and observed noise source detected on the vertical and
P-component beamforming power spectra, which con�rms that it
is a P wave. For the same slowness and azimuth, we also detect
a signal on theSV-component BF. We interpret this as the result
of the P-to-Sconversions in the crust under the seismic array. On
the SV-component BF, we do not detect any signal at theS-wave
slowness corresponding to the same source. We demonstrate that
the amplitude of the generatedSVwave is too small to be detected
on theSV-component BF.

The computation of the noise body wave site effect can be used to
investigate the body wave source locations in detail, and to compare
body wave and Rayleigh wave noise sources. This can also be
used to investigate the energy levels of noise body waves in the
secondary microseismic period band. Moreover, the introduction of
a sedimentary layer between the ocean and the crust might affect
the body wave source ampli�cation, especially close to the coast,
and its study should be the subject of future studies.
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toires ṕeriodiques et cylindriques en profondeur constante,Ann. Ponts
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A P P E N D I X : N O I S E B O DY WAV E S I T E
E F F E C T U S I N G N O R M A L M O D E S

We develop here a method for retrieving the noise body wave site
effect using normal modes, and we compare the result with the site
effect computed using plane wave superposition.

Considering noise sources as vertical point forces at the top of
the ocean, Gualtieriet al. (2013) provided the expression of the
site-effect coef�cients using normal-mode theory:

cn = nUl (r r )nUl (r s)

n� l
, (A1)

wheren� l is the angular frequency, andnUl is the radial eigenfunc-
tion for a mode described by quantum numbers (n, l). The receiver
and source positions are denoted byr r andrs, respectively.

Body waves are generated by the constructive interaction of high-
order overtones. To identify the normal modes that provide a con-
tribution to the generation of a speci�c seismic phase, we use the
ray parameter. In a spherically symmetric earth model, the ray pa-
rameter is de�ned asp = rsin i(r)/v (r), wherev(r) is the seismic
velocity �eld computed at distancer from the centre of the Earth,
andi(r) is the ray take-off angle.

The ray parameter can be associated with the horizontal compo-
nent of the wavenumberkx, due to the relation:

p =
R

n� l
kx (A2)

and the wavenumberkx can be de�ned by using normal-mode
formalism

kx =

�
l (l + 1)

R
(A3)

in which l is the normal-mode angular order andR is the Earth
radius. Combining eqs (A2) and (A3), we obtain

p =

�
l (l + 1)

n� l
(A4)

from which we can compute the relationship between the angular
orderl and the ray parameterp:

l = Š
1
2

+

�
1
4

+ n� l
2 p2. (A5)

For largel, our expression (A5) recovers eq. (5) of Zhao & Dahlen
(1995) (see also Zhao & Dahlen2007). Fixing the ray parameter, we

Figure A1. (a) Comparison between the results obtained using normal
modes (dots) and the plane wave superposition approach (solid line) for
epicentral distances between 30� and 90� . The amplitude ofcn (normal-
modes approach) is shown on the left and the amplitude ofcP (plane wave
superposition approach) on the right. The ocean depth is shown in colour.
For computing theP-wave site effect using normal modes, it is necessary to
integrate all of the contributions shown in this �gure (dots), with each one
multiplied by a phase. Small differences are due to the different earth mod-
els (PREM model with normal modes and an ocean layer over a half-space
for the plane wave superposition approach). (b) Rayleigh wave site effect
computed using normal modes (modi�ed from Gualtieriet al.2013).

univocally identify pairs of quantum numbers (n, l) and we obtain
all of the associated normal modes that contribute to generate this
seismic phase by constructive interference.

We perform our computation for theP waves considering the
PREM model (Dziewonski & Anderson1981), in which we vary
the ocean depth from 1 to 10 km, with discrete steps of 1 km, to
simulate bathymetry. We set the period range from 4 to 10 s. We
consider here all of the epicentral distances from 30� to 90� , which
correspond to theP-wave ray parameters fromp = 0.080 s kmŠ1 to
p = 0.042 s kmŠ1.

In Fig. A1(a), we use dots to show the contribution to the co-
ef�cients cn due to each mode, computed using eq. (A1). Normal
modes that contribute to theP-wave generation are selected using
eq. (A5). We plot the coef�cientcn as a function offh/� w, where f
is the frequency,h is the ocean depth and� w is theP-wave velocity
in the ocean. The ocean depth is marked with colours. The actual
body wave site effect can be computed by considering the summa-
tion of all cn corresponding to the samefh/� w, taking into account
the phases.

In Fig. A1(a), we also show for comparison the site-effect coef�-
cient obtained using the plane wave superposition approach (contin-
uous line). The scale amplitudes on the left refer to the coef�cients
computed using normal modes, the scale on the right to the coef�-
cients computed using plane wave superposition. We observe that
the same ocean depth involves the same abscissa, with the same
shape (dots and line colours). Moreover, the coef�cients show three
peaks in both cases, for the same combination of ocean depth and
frequency. Differences in amplitude are due to the normal-mode
normalization, whereas differences in abscissa are related to the
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different chosen earth models (PREM model with normal modes
and an ocean layer over a half-space for the plane wave superposi-
tion approach).

By using normal modes, the same approach was used by Gualtieri
et al.(2013) to compute the ocean site effect of the Rayleigh waves.
In this case, each Rayleigh wave mode corresponds to a given
radial ordern. In Fig. A1(b), we plot the result for the Rayleigh

waves, although as a function offh/� w, as we did for the body
waves, instead of� h/� c, like in Gualtieriet al.(2013). We observe
that the shape of the Rayleigh wave site effect (Fig.A1b) is very
different from theP-wave site effect (Fig.A1a). Then, �xing the
period and the ocean depth, the site effect acts differently and the
strongest sources of body and Rayleigh waves are potentially located
in different geographical regions.
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