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Abstract

Neither core measurements nor well tests provide precise measurement of fluid contents; so, at the moment there is no validated saturation measurement in the oil industry. However, resistivity logs contain some valuable information about reservoir fluids, and classes of saturation based on the behaviour of resistivity data. In order to extract saturation value, clustering algorithms are proposed and tested here. Clustering is an unsupervised categorization method, which relies on natural groupings of real data, instead of predefined labels. Distance or dissimilarity plays an important role in the formation of clusters in an algorithm. The application of three clustering algorithms on prediction of water saturation is discussed here. It is shown that Fuzzy C-Means clustering divides data only according to saturation property; while the Gustafson-Kessel algorithm considers not only saturation but also permeability. The reason is that Gustafson-Kessel can detect linear patterns. This algorithm is introduced as the most appropriate clustering method for predicting permeability, and for understanding the reservoir quality of the formation under examination. Gath-Geva clustering did not provide as much information as Gustafson-Kessel. In addition to these three clustering algorithms, two other methods were likewise checked, but they did not provide acceptable interpretations, so not reported. Another achievement of this study is the introduction of a cluster label instead of a single value which is very unreliable for expressing saturation and permeability simultaneously. Predictions of these two petrophysical properties are provided merely by two conventional resistivity well-logs: deep and shallow. The output of cluster analysis is much closer to well-scale reservoir properties as compared with that of core-scale properties, since clustering algorithms are applied to logs that are volumetric recordings. The applicability and efficiency of the proposed methods are examined and verified through the use of well-logs of Sarvak Formation in an anticlinal oil field in the Abadan Plain, Iran.
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1. INTRODUCTION

The importance of evaluating water saturation in petroleum exploration is taken for granted by petroleum geoscientists. The widest usage of water saturation is in net pay detection. Petrophysicists apply cut-off values to water saturation logs, to distinguish oil-bearing intervals in both horizontally [1] and vertically drilled wells [2, 3, 4 and 5]. Due to the effect of water saturation on the plasto-elastic properties of rocks, accurate determination of this property is essential in geomechanics [6]. In addition, Tokhmechi et al. (2009) have used water saturation log in the process of fracture detection within wells [7]. Production planning is another criterion which water saturation is essential for [8].

Still, empirical relations for estimating water saturation are the most widely used methodologies. Among them, Archie relations, developed by early Archie works [9, 10, 11 and 12] are the best-known. There are so many other empirical relations which have also been developed, such as Carman [13] and Timur [14]. For the comprehensive study of empirical methods in estimating water saturation, please refer to [15]. Worthington (2004) offered a wise fit-for-purpose usage of Archie and non-Archie relations due to rock type and our purpose of estimating water saturation [16].

There are some other methodologies, based on supervised methods and trainable machines, which have recently been developed. To use these supervised methods, a reference criterion is required to train a machine. For example, Kadkhodaei-Illkichi et al. (2009) proposed a Committee Machine with Training Algorithm (CMTA), utilizing a combination of Levenberg-Marquardt, Bayesian regularization, gradient descent, one step secant and resilient back-propagation to train a neural network for predicting Normalized Oil Content (NOC) [17].

The Bayesian classifier can be applied, while using Gassmann equation as labels [18]. Also, Radial Basis Function Neural Networks [19] and support vector
regression machine [20] could be trained according to core measurements on saturation as reference criteria. It seems that these trainable (supervised) methodologies are more reliable as we have evidence for measuring precision of output.

Barros and Andrade (2013) predicted water saturation by angular competitive neural network. In this methodology there is no training, and the algorithm only searches for patterns of cross-plots to predict a saturation parameter. This algorithm is really applicable and useful in cases in which we lack labelled data as validation [21]. We consider the current manuscript as complementary to [21], since here, the proposed approach searches for patterns without considering labelled data for machine learning. In this study, a review is addressed on previous works regarding water saturation. Then, some clustering-methodologies are introduced as possible solutions to the problem of saturation prediction. Finally, outputs of different cluster analysis methods in studying water saturation are discussed.

As mentioned above, the industrial importance of this work is its applicability in cases where there is no evidence for validating outputs. Still, there is no reliable continuous saturation measurement within drilled wells. It is noteworthy that the experience and wisdom of petrophysicists is essential for a successful interpretation, and cluster-based methodology is only a powerful tool in distinguishing similar data due to different criteria of similarity.

2. Hypotheses: Why Cluster Analysis for Saturation Prediction?

As discussed previously, there are several saturation prediction methods. All of them provide an indirect procedure for predicting water content in each horizon, using well-log data. Nearly all saturation prediction methods on well-log data assign a single value (not a range) of water content to each horizon through wells. We believe that such a fixed saturation value is not a credible way of introducing this variable in oil wells due to three issues:

(i) A fixed and single value is not an appropriate representative of the volume of investigation regarding recorded measurements within the well. In other words, the certainty and accuracy of a single value for expressing saturation of a volume is subject to doubt. Experts are keen to have a single value as the value of saturation; but, here a range of values, instead of a single value for saturation is recommended as to render the predictions more reliable. When we have vagueness in the parameter under study, we have to use a vague language too. In other words, at the moment, science and technology do not let us express water saturation by a fixed value. It is just an approximation without any error measurement!

(ii) If we can train a machine in a specific environment, in this case a well which is drilled in a reservoir, it is more accurate to use the trained machine in evaluating water saturation instead of empirical universal equations. So, the use of empirical relations such as Archie is not recommended when we are able to use trainable and locally available machines. In addition, empirical relations have only been developed in specific environments, assumptions and considerations. For example, the Archie equation was primarily developed in sandy reservoirs, but if it is addressed in shale-contaminated reservoirs, some corrections have to be considered. Therefore, the Archie relation in carbonate reservoirs is only a rough approximation of water saturation.

(iii) Using supervised methods in saturation prediction is not accurate enough at the moment, because we do not have any reliable evidence or label for training the machine. Evidences for training have to be either core measurements or well-tests. Training a machine based on the label of water saturation is not an accurate job due to the following points:

(a) Whereas each core plug could be tested several times at several intervals (with a vertical resolution of about centimeter) for porosity measurements; it could only be used once for measuring water saturation. Therefore it is impossible through cores to get real, accurate data for saturation with high vertical resolution. Also, measuring water saturation in laboratory conditions results in different outputs, compared to the in-situ situation. Water saturation is too dependent on the place of analysis (because of environmental causes such as temperature, pressure, etc.); i.e. temperature and pressure of reservoir conditions differ greatly from laboratory conditions. As we recover the core from the reservoir, its pressure would be dropped, and the balance between fluid contents would be violated. Even in measuring porosity, in-situ and laboratory measurements differ somewhat due to stress relief, but this variation boosts in measuring saturation property, since dynamic processes take part.

(b) Surprisingly, well-tests cannot provide a practical label of saturation. Two issues are under doubt in well-test results as labels of supervised classification of water saturation: (b1) the very first issue is that wells are tested at intervals, not horizons. Therefore, when we do not have more than one test in a specific reservoir interval through a well, we would not have more than an average value for that specific interval, which is not enough for training a machine. In order to be able to train a machine in the highly heterogeneous conditions of the reservoirs, we require much more than 100 observations, while by well testing; we always obtain less than 10 observations, i.e. well test intervals. (b2) Besides, the nature of well-test results differs from the characters of water saturation, i.e. a well-test result is a combination of water saturation and reservoir permeability. The effect of permeability has to be removed from the testing results if we want to use the tests as a measurement of saturation. This incompatibility between well-test output and saturation value is shown in Figure 1. As it is obvious, well-test class numbers 2 and 3 (i.e. oil production lower and higher than 1500 barrel per day) show the reverse order of the expected pattern, compared to water saturation value [9].
Therefore, in predicting water saturation, we face a problem: there is not enough credible measurement for saturation. To cope with this situation, we believe that the assessment has to be done by an unsupervised method able to analyze the behavior of datasets according to the target (here, saturation). So, cluster analysis methods are recommended and investigated here as unsupervised clustering methods to evaluate the water saturation of reservoir rocks.

3. DATASETS

Datasets of this work belong to the Sarvak Formation in an anticlinal (north-south trend) oil field in the Abadan Plain, Iran. For the sake of confidentiality, the name of the field is not disclosed. There are six drilled wells for exploratory purposes, and well-log data is available through all the wells. But well-test and core data are not available at all. The summary of the available information is presented in Table 1.

From the standpoint of sequence stratigraphy, the Sarvak Formation is a shallowing upward carbonate reservoir, deposited on a shallow Upper Albian to Upper Turonian platform. It is conformably laid on the Kazhdumi Formation, and the Laffan Formation is overlaid on the Sarvak Formation above this sharp erosional unconformity [22].

4. METHODOLOGY

A. Archie Equation

The famous empirical Archie equation was first developed in sandy reservoirs; however, it is used in carbonate rocks too. Two general forms of this relation are [9]:

\[ R_t = R_o \times S_w^n \]  

(1)

where, \( R_t \) is the recorded resistivity of rock, filled with fluids at reservoir conditions. \( R_o \) is the resistivity of sand when all the pores are filled with brine; \( S_w \) is the water saturation, in fraction form; and \( n \) is the saturation exponent. The saturation exponent for consolidated sands and clean unconsolidated sand appears to be close to 2. Hence, the equation for clean sand could be simply rewritten as:

\[ S_w = \left( \frac{R_o}{R_t} \right)^{\frac{1}{n}} \]  

(2)

\[ S_w = \frac{R_o}{\sqrt[3]{R_t}} \]  

(3)

\( R_t \) is the resistivity measured by the logging instrument at each depth. Therefore, by having \( R_o \), we can easily estimate water saturation by relation 3. Here, \( R_o \) is considered as the minimum value of \( R_t \) through the well. The logic behind choosing the minimum of \( R_t \) as the value of \( R_o \) could be stated through two facts: (i) Resistivity logs are mostly affected by reservoir fluids; therefore, they are measures of reservoir fluids. (ii) The resistivity of water is the lowest amongst other reservoir fluids.

A. Fuzzy Clustering

Finding available structures (clusters) within datasets is the main goal of clustering algorithms. The problem of finding several cluster centers that are appropriately representative of relevant classes of \( X \), where \( X \) is a finite set of data [23]. The word “relevant classes” in the above sentence shows the impreciseness in defining clusters. In other words, the sentence mentioned is a general definition, and should be specified by each clustering algorithm. Hartigan and Wong, (1979) have defined k-means clustering as: “The aim of the k-means algorithm is to divide M points in N dimensions into K clusters so that the within-cluster sum of squares is minimized” [24].

In this study, three fuzzy clustering algorithms are applied to datasets to compare differences between the outputs of these algorithms. Also to find the most suitable one for the purpose of studying water saturation properties among Fuzzy C-Means (FCM), Gustafson-Kessel (GK) and Gath-Geva (GG) algorithms. The application of two other cluster analysis methods, Affinity Propagation (AP) and Spectral clustering, is also checked. The results of

Figure 1. Comparing well-test results and water saturation (Archie) value in five wells of Sarvak Formation. Horizontal axis is a simple data numbering, which makes saturation values in ascending order. Well-test class value means water production (1), oil production with a rate of less than (2) or of higher than (3) 1500 barrel per day.
neither of the latter algorithms are included since their outputs were not well-interpretable.

### Table I. Dataset available from two wells of the oil field. "npv" stands for "net pay value". npv=1 means that the interval of testing is not oil producing, npv=2 and 3 mean that the tested interval produces oil less and more than 1500 barrel per day (in SI unite system) respectively. Available and unavailable information are shown by symbols (✓) and (✗), respectively. Further investigation is limited to available logs only.

<table>
<thead>
<tr>
<th>No. of Well Tests Enters</th>
<th>Well 1</th>
<th>Well 2</th>
<th>Well 3</th>
<th>Well 4</th>
<th>Well 5</th>
<th>Well 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>npv=1</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>npv=2</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>npv=3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

**Petrophysical Well Logs**
- Caliper (CALI) ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✓
- Gamma Ray (GR) ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✓
- Corrected Gamma Ray (CGR) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- Sonic Log (AT) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- Neutron Porosity (NPHI) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- Bulk Density (RHOB) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- Density Correction (DRHO) ✓ ✗ ✓ ✓ ✗ ✓ ✓
- Deep Laterolog Resistivity (LLD) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- Shallow Laterolog Resistivity (LLS) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- Microspherically Focused Log (MSFL) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- Photoelectric Effect Log (PEF) ✓ ✗ ✗ ✓ ✓ ✗ ✓ ✓
- Porosity ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
- Permeability ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

**Core Tests**
- Water Saturation Not Reliable Not Reliable Not Reliable Not Reliable Not Reliable ✗

Fuzzy C-Means (FCM) clustering is an extension of hard C-means (or k-means) clustering. The main difference between FCM and hard C-means is in a fuzzy weight, powered by a weighting exponent, which is multiplied by Euclidian distance values in cost function. FCM is not an optimum clustering algorithm for oriented or multi-size clusters. The FCM algorithm is introduced in four main steps in the literature [23, 25]:

1. Define fixed number of clusters, C, fuzziness, m, and norm type (i.e. distance or similarity function). Also randomly create similarity matrix, U, for all cluster centers.

2. Compute the average value of similarities of all C clusters using the following equation:

\[
d(x^i, w_j) = \frac{\sum_{c=1}^{m} w_j^m ||x^i - w_j||^2}{\sum_{c=1}^{m} w_j^m}
\]

3. Compute an updated membership matrix by:

\[
u_{kj} = \frac{1}{\sum_{j=1}^{c} \left[ d(x^i, w_j) \right]^{-1/m}}
\]

4. Comparing \(U_k\) with \(U_{k+1}\). If \(\|U_k, U_{k+1}\| \leq \epsilon\), stop; otherwise set \(U_k = U_{k+1}\), and go back to stage (2).

The core difference between GK and FCM is in the use of the Mahalanobis distance, instead of the Euclidian one in cost function (norm in relation 4), which results in the recognition of oriented clusters [26, 27]. Therefore, GK tends to recognize oriented (linear at extreme mode) clusters. As in FCM, the identified clusters of GK are of the same size in terms of number of data, i.e. the number of data in each cluster is about the same.

The limitation of multi-size clusters is solved in the GG algorithm. The definition of cluster means and covariance matrix are derived from FCM and GK algorithms, respectively [28, 29]. The novelty of GG that results in solving the limitation of multi-size clusters is in defining distance based on decision surface. For example, a small blue cluster, a medium-sized green cluster and a large black cluster are detected by the GG algorithm in a single run (Figure 5c,d). The algorithm is much the same as FCM; and for detailed study, please refer to [29].

### 5. Input Selection for Clustering

Clustering algorithms do not consider any class label for data and only search the optimum clusters within input datasets. Therefore, selected features/datasets are very important in a clustering project. A logical interrelation between petrophysical parameters, inspired from [11] is depicted in Figure 2.

Five features are related directly to saturation property: capillary pressure, permeability, fluid relief, fluid-solid interaction and electrical response. Four of the features are mostly categorized as dynamic properties, and usually we do not have any accurate estimation of these parameters, especially in exploratory stages. Only resistivity has a reliable and continuous recording throughout the reservoir. In the datasets of the current work, we have three resistivity log recordings: Deep Laterolog Resistivity (LLD), Shallow Laterolog Resistivity (LLS) and Microspherically Focused Log (MSFL). By trial and error, we found that removing MSFL provides better clustering results; therefore, two resistivity logs (LLS and LLD) are selected as input features of clustering algorithms. Cross plots of LLD to LLS show upper and lower bounds of data (Figure 3a), and the area of concentrated data (Figure 3b).
6. LLD to LLS, A MEASURE OF PERMEABILITY

In Figure 3b, we have interpreted two arrows: (i) the direction of increasing water saturation, which is downward, and is taken for granted by researchers; (ii) the direction of increasing permeability, which is the main questionable issue of this figure. The interpretation (ii) is inspired from a previous publication, for which the ratio of LLD to LLS is used to relate invasion to permeability [30].

It is not far from our intuition of the reservoir conditions that the more permeability around the well, the more uniform the fluid distribution outward from the well-axis. Here, LLS is representative of near-well conditions (including infiltration), compared to LLD which represents rather a larger zone around the wellbore. Therefore, in an extreme situation that recorded value of LLD is equal to LLS (i.e. ratio of LLD to LLS is one), the high permeability of the reservoir resulted in a mixture of reservoir fluids and drilling mud effectively around the well. In the other extreme case (i.e. LLD>>LLS), the mud cake and infiltration zone will be easily constructed due to the insufficiency of mixing drilling mud particles with reservoir fluids.

Besides all analytical descriptions, we have checked the correctness of this hypothesis (i.e. correlation between permeability and the ratio of LLD to LLS) in wells number one to five. This is fundamental to find the applicability of our analytics in real conditions and datasets. So, we plotted a logarithmic scale of permeability vs. the ratio of LLD to LLS in the five above-mentioned wells to investigate correlations (Figure 4). It is noteworthy that permeability is a lognormal property in most reservoir conditions.

In the visual assessment of Figure 4, the correlation between permeability and LLD:LLS, on a logarithmic scale could be easily found in wells two, three and five. There is no correlation in wells number one and four; however it does not mean that LLD:LLS is not a good measure of permeability in these two wells. This is because core permeability only shows permeability of intact rock on a small scale, without considering fractures and joints, whereas well-logs are volumetric responses and could be better representatives of real heterogeneous reservoir conditions.
7. **RESULTS: OUTPUT OF CLUSTERING METHODS**

Clustering algorithms, FCM, GK and GG were run on the datasets (Figure 3). The number of clusters is set to be 3, 5, 10 and 20 to find the optimum number of clusters. The optimum number of clusters is found to be 5 for all mentioned algorithms. The outputs of all the fuzzy clustering methods are given in Figure 5.

Clusters of FCM are relatively of the same size, with no elongation. Clustering is done along the direction of “higher water saturation” (Figure 3b). Therefore, the blue cluster represents the lowest water saturation, (Figure 5a) while the red cluster shows the highest water content data. But as this algorithm is not able to detect lineation, it is unable to differentiate along the arrow of “Higher Perm and Larger Pore Throats” on Figure 3b. The green cluster shows two different trends: One trend belongs to high permeability values, the other represents the less permeable or shale contaminated part.

This phenomenon is detected by GK clustering as this algorithm is able to distinguish elongated clusters. The blue cluster represents low water saturation and high permeability (Figure 5b), which is ideal to be known as net pay zone, i.e. a hydrocarbon production zone. The red data shows below oil water contact but still permeable, i.e. a water-producing zone. The area of green data is the least permeable part of the Sarvak Formation, either oil-bearing or water-bearing. The black and magenta parts have less permeability than red and blue clusters; and magenta contains less water, compared to black data. GK provided the best clustering due to petrophysical interpretations.

While GK clusters are relatively similar in size (number of data in each cluster), the GG clusters differ considerably in size (Figure 5c,d) with a net pay zone represented by the magenta colour (Figure 5c). Red, black, green and blue clusters have lower reservoir quality, respectively. Contrary to FCM and GK, clusters of GG do not show a specific pattern; therefore they cannot be as easily interpreted as FCM and GK clusters.

8. **DISCUSSION**

In the previous section, the outputs of three clustering methods on a two-dimensional dataset were tested. FCM was the most compatible tool for saturation prediction, while GK is the best for permeability study and GG could be used as a rough measure of productivity. The reason why the functionality of these clustering methods differ from each other could be seen at the bottom of Table 2.

FCM provides simple clusters of the same size, while GG provides elongated unequal clusters, which is difficult to interpret due to the complexity of the structure of clusters. On the other hand, GK provides elongated clusters (same size), but the structure of the clusters is not complex for interpretation. It is not difficult to imagine that when we have a change in the specifications of clusters, their physical meaning (characterization target) would be changed too. So, three issues have to be kept in mind for successful clustering: (i) our goal of study or characterization target; (ii) the relation or correlation of input dataset with target, which was discussed above; and (iii) the specifications of produced clusters.
Figure 5. Outputs of fuzzy clustering algorithms. (a) Fuzzy C-Means clustering with 5 clusters. (b) Gustafson-Kessel with 5 clusters. (c) Gath-Geva with 5 clusters. (d) Gath-Geva with 5 clusters. Focused to show blue cluster.

Among the three issues mentioned, first we define the purpose of our study; i.e. “What is to be measured or predicted?” According to this goal, the dataset is chosen; e.g. here we used resistivity logs for the sake of their correlation with saturation and reservoir fluids. It is noteworthy that sometimes the dataset is not optional, and we have to use some fixed parameters. But we are always able to choose among various clustering algorithms. To choose the most appropriate one, we can either go in deep through the mathematical basis of the algorithm, analytically; or we can simply check the specifications of their clusters as is provided in Table 2.

9. CONCLUSIONS

This paper shows the strength of clustering algorithms in interpreting resistivity well-logs to extract various inferences regarding water saturation, and other reservoir parameters just by means of two well-known resistivity well-logs. The number of publications on saturation prediction is much less than other petrophysical properties such as porosity and permeability, mostly due to a lack of real saturation data for the validation procedure. However, its importance is not less than other reservoir properties. Furthermore, we proposed clustering algorithms for water saturation prediction, because clustering methods are unsupervised methods that do not require real labeled data for training the machine.

Due to petrophysical interpretations, the FCM method provided separation of the space only by considering saturation property. However, GK clustering divided the datasets according to two properties: saturation and permeability (or pore throat size). GG could divide the space according to overall reservoir quality. The output of the Spectral algorithm was much the same as GG but more noise-contaminated. The affinity propagation clustering method did not provide well-interpretable outputs though
we are not disappointed with this algorithm, and believe that further investigations have to be carried out on the application of clustering algorithms, on petrophysical datasets.

It is noteworthy that by means of unsupervised methods, we do not train the machine, considering cores, i.e. the minute scale. Therefore, the results would be free from the falsification resulting from the use of idealistic small scale measurements of cores, when interpreting highly heterogeneous reservoir conditions based on core analysis. The validation procedure is done qualitatively by checking the behaviour of clusters against the behaviour of core permeability. The ratio of LLD:LLS has established a core permeability. Quantitative comparison is not carried out here because: (i) there are two different languages in expressing permeability values: core permeability, in milliDarcy, is a continuous value, while inferred well-log permeability is in discrete labels (i.e. clusters); (ii) There is no guarantee for compatibility of core-scale permeability with reservoir-scale permeability, inferred from well-logs. Hence, we lack a reliable base point for quantitative evaluation of water saturation and permeability in reservoir-scales; however, qualitative reasoning is possible and necessary as is done here.

Table II. Summary of application of clustering methods in reservoir characterization. Symbols (√) and (×) mean compatibility and incompatibility, respectively; e.g. FCM is compatible for predicting water saturation but it is not compatible for permeability inference. "Simplicity of clusters" shows whether the clustering algorithm could be interpreted easily or not; e.g. GG could not be interpreted simply; while GK is easily interpretable. The double symbol (√√) means more compatibility, compared to the single symbol (√).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Gustafson- Kessel</th>
<th>Fuzzy C- Means</th>
<th>Gath- Geva</th>
</tr>
</thead>
<tbody>
<tr>
<td>water saturation</td>
<td>√</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>permeability</td>
<td>×</td>
<td>(√)</td>
<td>(√)</td>
</tr>
<tr>
<td>productivity</td>
<td>(√)</td>
<td>(√)</td>
<td>(√)</td>
</tr>
<tr>
<td>equity of cluster size</td>
<td>(√)</td>
<td>(√)</td>
<td>(√)</td>
</tr>
<tr>
<td>elongation</td>
<td>(√)</td>
<td>(√)</td>
<td>(√)</td>
</tr>
<tr>
<td>interpretability</td>
<td>(√)</td>
<td>(√)</td>
<td>×</td>
</tr>
</tbody>
</table>
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