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Abstract Statistics of amplitudes and obliquity of lower band chorus whistler mode waves have been obtained from Cluster measurements in Earth’s outer radiation belt and fitted as functions of L, latitude, magnetic local time, and three geomagnetic activity ranges for $Dst \in [+10, -80]$ nT. Very oblique chorus waves have generally a much smaller average intensity than quasi-parallel waves, especially on the nightside. Nevertheless, analytical estimates and full numerical calculations of quasi-linear diffusion rates show that dayside very oblique waves (θ > 60°) dominate pitch angle scattering of energetic electrons during moderately disturbed periods. As geomagnetic activity increases, leading to higher wave amplitudes, electron lifetimes are only slightly reduced, due to a decrease of the wave obliquity probably related to Landau damping by stronger incoming fluxes from the plasma sheet. As a result, electron energization by chorus waves for $Dst > -80$ nT generally occurs in a loss-dominated regime in which energization increases at lower L. However, at $L \geq 6$ the most disturbed periods ($Dst < -40$ nT) produce a stronger energization independent of losses. Double-belt structures may therefore arise when $Dst < -40$ nT, with two peaks of energization located just outside the plasmapause and at $L \sim 6$. The variability of lower band chorus wave obliquity with geomagnetic activity could actually account for some part of the observed variability of energization and loss in the outer belt. It is also suggested that quasi-linear pitch angle diffusion by very oblique waves together with energy diffusion by parallel waves might contribute to the steep wave growth observed in the day sector between the equator and 25°.

1. Introduction

Ever since the 1960s, the recognition of the threat posed by energetic particles to orbiting satellites has stimulated increasing research for better understanding the processes that control radiation belt dynamics. This is due in a large part to the risk posed by energetic electron fluxes to satellite electronic components, as demonstrated by failures recorded during geomagnetic storms [e.g., Horne et al., 2013]. One of the most important questions regarding radiation belt physics is why some geomagnetic storms lead to an increase of the population of energetic (MeVs) electrons, while some others lead to a decrease or no change [Reeves et al., 2003; Thorne, 2010; Ni et al., 2013]. Another essential question raised early after the discovery of Earth’s radiation belts is whether there is an upper limit on trapped electron fluxes and what is its actual level [Trakhtengerts, 1966; Kennel and Petschek, 1966; Summers et al., 2009, 2011]. More fundamentally, one would also like to understand the processes of whistler wave generation, whether linear [Andronov and Trakhtengerts, 1964; Kennel and Petschek, 1966] or nonlinear [Nunn et al., 1997; Omura et al., 2008].

Whistler mode chorus waves observed in the inner magnetosphere are known to be composed of many subelements of various amplitudes, some of which reaching thresholds for nonlinear effects [e.g., see Santolik et al., 2003; Cattell et al., 2008, and references therein]. Nonlinear effects such as particle trapping and phase bunching through cyclotron resonances [Tao et al., 2013, and reference therein] or Landau resonance with very oblique waves [Artemyev et al., 2012b, and reference therein] can therefore become significant for interactions with high-intensity wave packets. They certainly play an important role in the radio emission: for instance, in relation with microburst electron precipitations [e.g., see Lakchina et al., 2010; Artemyev et al., 2012b; Tsurutani et al., 2013, and references therein]. Nevertheless, high-intensity wave packets are much more rare than lower intensity waves. After averaging over more than tens of thousands of bounce periods, the global behavior of electrons interacting with chorus waves over a wide range of latitudes and magnetic local time (MLT) can still be expected to remain at least partly akin to that due to
quasi-linear (stochastic) diffusion by uncorrelated, moderate amplitude waves, since their average amplitude remains well below nonlinear thresholds and since bouncing particles encounter great many waves with many different amplitudes, frequencies, and wave normal angles. Moreover, the coherency of chorus wave packets has been shown to decrease sensibly with latitude [Tsurutani et al., 2011], reducing potential nonlinear effects at latitudes $\lambda > 15^\circ$–$20^\circ$. The validity of the quasi-linear formalism for stochastic diffusion by relatively low amplitude waves has also been demonstrated by means of particle simulations [Tao et al., 2011]. While nonlinear effects undoubtedly play an important role, we shall therefore focus here on quasi-linear diffusion effects, which should determine a large part of the behavior of the trapped electrons.

The first goal of this paper is to present full statistics of Cluster spacecraft data for lower band chorus waves average intensities and wave normal angles as functions of latitude, local time, and geomagnetic activity, completing the dayside-only statistics at $L \sim 5$ provided in the work by Artemyev et al. [2013a]. This statistics has been derived from an analysis of 10 years of measurements outside the plasmasphere ($L \sim 4$–8), and it supplements the previous statistics available in the works by Meredith et al. [2012], Agapitov et al. [2013], and Horne et al. [2013] by providing average wave intensity levels and the proportion of oblique wave intensity in three separate $Dst$ ranges, fitted numerically by polynomials for the day and night sectors separately, and therefore directly usable in global radiation belt codes. This statistics is detailed in section 2, where the ranges $L = 4$–6 and $L = 6$–8 are clearly distinguished on the basis of lower wave obliquity at higher $L$. In section 3, analytical estimates of electron lifetimes and diffusion rates are provided for parallel and oblique chorus waves, demonstrating the increase of pitch angle diffusion by very oblique waves. The principal factor determining energization strength is then derived from a simplified model of broadening of an initially nearly cold electron distribution, showing the possible existence of two regimes of moderate and strong acceleration. On this basis, energization strength is evaluated numerically in section 4, using distributions of chorus amplitudes and wave normal angles obtained from Cluster in section 2. Two regimes of energization (loss limited and lossless) are identified and explained by a weak reduction of lifetimes as geomagnetic activity increases, due to a simultaneous decrease of the amount of very oblique waves.

The various implications of these results are then discussed in details in section 5. The two regimes of energization at moderate and high geomagnetic activity are suggested to correspond, respectively, to low and high Landau damping of oblique waves by suprathermal electrons as well as moderate and strong parallel wave growths. We further demonstrate that these two regimes should translate spatially into two peaks of electron energization at moderate and large $L$ when $Dst < -40$ nT, with the larger-$L$ maximum clearly prevailing. The variability of chorus wave obliquity (depending on many parameters) is shown to provide a possible explanation for the observed variability of electron belt energization, through its control of electron losses. Finally, it is suggested that the presence of very oblique waves during moderately active conditions could also speed up parallel wave growth (observed between the equator and medium latitudes) by increasing the anisotropy of 30–50 keV injected electrons, possibly allowing quasi-linear parallel wave growth to take over and impose new limits on such trapped electron fluxes.

### 2. Spacecraft Statistics

#### 2.1. Generalities

The orbital coverage of the four Cluster spacecraft over 10 years of measurements (2001–2010) in the range $L \in [4, 6]$ is fair enough to provide accurate statistics of the distributions of lower band chorus wave normal angles and root-mean-square (RMS) wave amplitudes as functions of magnetic latitude $\lambda < 45^\circ$, magnetic local time (MLT), and geomagnetic activity in the range $-80$ nT $< Dst < 10$ nT. In the domain $L \in [6, 8]$, the orbital coverage was lower, yielding poorer statistics, especially concerning the most disturbed (and therefore rare) periods and near the equator. The Spatio-Temporal Analysis of Field Fluctuation-Spectrum Analyzer (STAFF-SA) experiment [Camilleau-Wehrlin et al., 2003] on board Cluster provides Hermitian spectral matrices of the three components of the magnetic field fluctuations measured by the search coil magnetometers, calculated in the SR2 (Spin Reference) frame. Their analysis allows to derive the wave normal angle $\theta$ between the direction of wave propagation and the background geomagnetic field [Agapitov et al., 2012, 2013]. Due to the limited number of observations at a given point of space ($L, \lambda$, and MLT), the geomagnetic activity range $-80$ nT $< Dst < 10$ nT has been split into only three distinct subranges ($[Dst] < 10$ nT, $Dst \in [-40, -10]$ nT, and $Dst \in [-80, -40]$ nT) in order to provide meaningful statistics inside each of them.
Only lower band chorus whistler mode waves are considered here, corresponding to a frequency \(\omega\) ranging from \(0.1\Omega_{ce}\) to \(0.5\Omega_{ce}\), where \(\Omega_{ce}\) denotes the electron angular gyrofrequency. Only five to seven STAFF-SA frequency channels are then available, which introduce a certain degree of uncertainty in the determination of the actual wave spectrum shape (maximum and width). Consequently, wave spectra have been assumed to be similar for parallel and oblique waves and taken from Horne et al. [2005], with a peak frequency \(\omega_m \approx 0.35\Omega_{ce}\) and a variance \(\Delta\omega \approx 0.15\Omega_{ce}\), where \(\Omega_{ce}\) is the equatorial electron gyrofrequency (from now on, subscripts “0” indicate equatorial values). Since electron lifetimes and acceleration vary weakly with the ratio \(\omega_m/\Omega_{ce}\) [Mourenas et al., 2012b; Artemyev et al., 2013a], the observed variations of the latter with latitude, \(L\), and MLT [e.g., see Bunch et al., 2013] are not taken into account for the sake of simplicity. A fine study of the effects of such frequency variations is left as a subject of future research.

The sensitivity of the STAFF-SA search coil magnetometers is \(\sim 4 \cdot 10^{-5} \text{ nT/Hz}^{1/2}\) in this frequency range [Cornilleau-Wehrlin et al., 2003]. The wave normal angle range has also been split into two parts, corresponding to very oblique (\(\theta = 60^\circ - 90^\circ\)) and nearly parallel (\(\theta < 45^\circ\)) waves. Such a separation corresponds to the different roles played by these wave populations in particle scattering and acceleration [e.g., see Mourenas et al., 2012a, 2012b]. In particular, wave normal angles comprised between the Gendrin angle \(\theta_g \sim \arccos(2\omega/\Omega_{ce})\) and the resonance cone angle \(\theta_r \sim \arccos(\omega/\Omega_{ce})\), which are most important for pitch angle scattering, lie mainly in the very oblique range such that \(\theta > 60^\circ\) at latitudes \(\lambda \geq 15^\circ\) where they are most observed. Wave amplitudes below the sensitivity level of the STAFF-SA instruments have been excluded for evaluating the oblique to parallel wave intensity ratio. The wave normal angles have been obtained under the assumption of single plane wave propagation by the Means method [Means, 1972] (eliminating the \(\sim 2\%\) cases where the single plane wave approximation failed) and cross checked by the minimum variance analysis of magnetic field fluctuation method as described in details in the work by Agapitov et al. [2013]. This way of determining wave normal angle is equivalent to the singular value decomposition method [Santolík et al., 2003] applied to the wave magnetic field alone (a \(180^\circ\) uncertainty on the propagation direction remains, which is unimportant here).

As concerns the cold electron density, we simply used the profile obtained by Sheeley et al. [2001] based on CRRES measurements outside of the plasmasphere, as the latter authors showed that there was little effect of geomagnetic activity on plasma density—except for an important shift of the plasmapause location. The plasmapause position was estimated based on CRRES data plotted by O’Brien and Moldwin [2003] in their Figure 2, and we used only Cluster data outside the plasmasphere. Although some nightside portion of the resulting data set could actually be on the inner edge of the plasmasphere during very quiet periods \(\Delta \text{Dst} = -2 \text{ to } -10 \text{ nT}\), the plasma density ramp is expected to be quite smooth in such cases [Carpenter and Anderson, 1992], reducing the possible error on the value of the plasma frequency \(\omega_{pe}\) to gyrofrequency \(\Omega_{ce}\) ratio used over this limited MLT domain. Moreover, most of the wave data would still remain outside of the plasmasphere, with higher \(L\) shells corresponding to higher wave amplitudes and therefore dominating the statistics [Agapitov et al., 2013].

The distributions of lower band wave RMS amplitudes and wave normal angles \(\theta\) in 2-D space \((\lambda, \theta)\) are displayed in Figure 1 for the two \(L\) ranges and inside each \(L\) range for the day and night sectors, as a function of geomagnetic index \(\text{Dst}\). The domains \(L \in [4, 6]\) for a very quiet and therefore deserve to be considered separately.

### 2.2. The Region \(L = 4–6\)

Let us first discuss the range \(L \in [4, 6]\). For quiet conditions \(\text{Dst} < 10 \text{ nT}\), a significant part of the wave power lies in the large-\(\theta\) range on the dayside, although slightly less on the nightside. There are not many very oblique waves in the vicinity of the equator, but both their occurrences and average intensity rapidly increase with \(\lambda\) (in agreement with ray tracing results) [see Breuillard et al., 2012; Chen et al., 2013] in both the day and night sectors. Such very oblique waves can be directly generated near the equator (as some observations suggest) [see Hayakawa et al., 1984; Lauben et al., 2002; Santolík et al., 2009; Li et al., 2013] by linear [Sauer and Sydora, 2010; Tsurutani et al., 2011] or nonlinear [Yamaguchi et al., 2013] processes, but most of them likely result from the refraction of initially quasi-parallel waves during their propagation toward higher latitudes [Thorne and Kennel, 1967; Hayakawa et al., 1984; Chen et al., 2013; Agapitov et al., 2013; Woodroffe and Streltsov, 2013]. The bottom panels of Figures 1a and 1b show that at \(\lambda \in [10^\circ, 30^\circ]\), very oblique wave amplitudes are about 10%–20% of parallel wave amplitudes during quiet times. At low-latitude \(\lambda < 15^\circ\), the wave normal angle distribution obtained from Cluster agrees well with the distribution provided by Time...
Figure 1. (a and b) Distributions of RMS wave amplitudes and wave normal angles for three Dst ranges and two L ranges. Day and night sectors are presented. Upper panels in Figures 1a and 1b show the PDF of wave occurrences as well as amplitudes in the $(\lambda, \theta)$ domain. Middle panels in Figures 1a and 1b show the full (three components) wave amplitude as a function of latitude: spacecraft data (black circles) and approximations (red curves). Bottom panels in Figures 1a and 1b show the oblique ($\theta > 60^\circ$) to parallel ($\theta < 45^\circ$) wave amplitude ratio (using wave intensities weighted by occurrences) as a function of latitude: spacecraft data (black circles) and approximations (red curves).

History of Events and Macroscale Interactions (THEMIS) [Li et al., 2013]. In particular, the secondary peak of occurrences near $\theta = 75^\circ$ has a very similar level relative to the main peak at low $\theta$. The THEMIS study has also shown that an important part of these very oblique waves is probably within less than $5^\circ$ of the resonance cone [Li et al., 2013].

At high latitudes ($\lambda > 30^\circ$) during quiet conditions, most of the waves are actually very oblique. Such a distribution of wave normal angles is expected to produce a significant increase of electron pitch angle scattering, because a large number of higher-order cyclotron resonances are then allowed to contribute while only the first-order one is important for quasi-parallel waves [Shklyar and Matsumoto, 2009; Artemyev et al., 2012a; Mourenas et al., 2012b]. The full wave amplitude (integrated over $\theta$) peaks at $\sim 5$–7 pT near $\lambda \sim 25^\circ$. 
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At the equator or at $\lambda > 40^\circ$, wave amplitudes are much smaller (2–3 pT). The geometrical convergence of geomagnetic field lines at high latitudes cannot account for the more than threefold increase in wave intensity observed between $\lambda = 0^\circ$ and $\lambda = 15^\circ$ in Figure 1 in the day sector. Such a large increase of wave intensity with latitude suggests that some convective growth mechanism may be operating on the dayside: this possibility will be discussed in more details in the next sections. On the nightside, the smaller increase of the wave intensity with latitude may indicate that the energetic electron distribution is less unstable there or that Landau damping by suprathermal electrons is more efficient in this sector (which seems supported by recent studies) [see Li et al., 2010; Chen et al., 2013].

The next $|\text{Dst}|$ range ($-40 < \text{Dst}(\text{nT}) < -10$) corresponds to similar relative amounts of oblique waves near the equator on the dayside but smaller amounts on the nightside. Moreover, their amplitudes are now substantially smaller at high $\lambda$ (<30% of parallel wave amplitudes). All these observations can be explained by an increased Landau damping by incoming suprathermal electrons from the plasma sheet, an effect which has been shown to be stronger near the midnight sector during disturbed periods [e.g., Li et al., 2010]. The decrease of the proportion of oblique wave power is stronger than (or comparable to) the general increase of wave intensity with $|\text{Dst}|$, and thus, the impact of oblique waves on particle scattering slightly decreases as $|\text{Dst}|$ increases. The total wave amplitude now reaches a higher peak value of 8 pT at $\lambda \sim 20^\circ$, remaining near 2–3 pT at the equator and at $\lambda > 40^\circ$ as for $|\text{Dst}| < 10$ nT. While the RMS amplitude of oblique waves was nearly constant ($B_w \sim 2$ pT) at $\lambda > 20^\circ$ for $|\text{Dst}| < 10$ nT on the dayside, it now peaks at $\lambda \sim 15^\circ$–$20^\circ$ (being $\sim 2$ pT), declining to $\sim 1$ pT at $\lambda > 20^\circ$. At high latitudes, the oblique wave intensity therefore decreases 5 times as $|\text{Dst}|$ increases. However, oblique waves are still intense enough to prevail in pitch angle scattering in the day sector (see a comparison of impacts of different proportions of oblique waves in Artemyev et al. [2013b]). On the nightside, oblique wave amplitude peaks at a lower latitude $\lambda \sim 10^\circ$ and at a lower level ($\sim 1.4$ pT) than on the dayside, decreasing to 0.5–1 pT at higher latitudes. Such a strong asymmetry between the day and night sectors (absent during quiet times) in the latitudinal distribution of oblique waves is a clear indication that Landau damping has risen due to more important injections of suprathermal electrons during the corresponding moderately disturbed periods, especially on the nightside.

Statistically, the highest $|\text{Dst}|$ range ($-80 < \text{Dst}(\text{nT}) < -40$) considered here corresponds to the early recovery phase of moderate to large storms, as well as the shorter (and less represented) main phase of moderate storms. In this range, oblique waves are only present at intermediate latitudes: their RMS amplitude drops to only a few percents of the total wave amplitude at $\lambda > 15^\circ$ both on the dayside and nightside. The peak of the total wave amplitude is $\sim 15$ pT at $\lambda \sim 25^\circ$ on the dayside and near the equator on the nightside. The peak amplitude of lower band chorus increases roughly like $\sim \exp(|\text{Dst}|/40)$ with $|\text{Dst}|$. The RMS amplitude of oblique waves peaks at $\sim 1$ pT at $\lambda \sim 10^\circ$–$15^\circ$, shrinking above $15^\circ$ as Landau damping has now been strongly increased even on the dayside. Since resonant electron scattering by very oblique waves is most effective at high latitudes [Artemyev et al., 2013b], the observed decrease of the oblique wave intensity at high latitudes for increasing geomagnetic activity should reduce pitch angle scattering rates at moderate equatorial pitch angles, thereby partly compensating the simultaneous increase of the total wave intensity. Since trapped electron lifetime is mainly determined by pitch angle scattering rates at small equatorial pitch angles [Albert and Shprits, 2009], it could experience relatively little decrease as geomagnetic activity rises from $\text{Dst} \sim -2$ nT to $\text{Dst} \sim -60$ nT. Conversely, quasi-linear energy diffusion (acceleration) of high pitch angle particles takes place at low latitudes: it should therefore increase strongly as $B_w$ increases with $|\text{Dst}|$. The relevant numerical calculations will be performed in the next sections.

### 2.3. The Region $L = 6–8$

Considering now the farther region $L = 6$ to 8, dayside Cluster statistics displayed in Figure 1 show that quiet time full RMS wave amplitudes reach levels similar to dayside values at $L = 4.5$ to 6 for slightly more active periods such that $-40$ nT $< \text{Dst} < -10$ nT. However, the amplification of the wave intensity from the equator to $\lambda = 15^\circ$ and $\lambda = 30^\circ$ is more modest, about a factor of 2 and 3, respectively. Moreover, the proportion of oblique wave power is smaller, with peaks of very oblique wave RMS amplitude at $\lambda \sim 18^\circ$ and $\lambda > 40^\circ$ culminating at 1 pT and 1.5 pT. As before in the range $L < 6$, the full wave amplitude increases progressively with geomagnetic activity, while very oblique waves get more and more rapidly damped at $\lambda > 10^\circ$.

The main differences with the range $L < 6$ therefore consist in higher wave amplitudes in the vicinity the equator and a smaller population of very oblique waves. The latter is very likely due to an increased Landau damping by suprathermal (100–300 eV) electrons from the closer plasma sheet, while the former may also
be the result of more unstable energetic electron populations in this region. Let us underline that for \( Dst < -40 \) nT, the statistics from Cluster is rather poor at \( L > 6 \), particularly near the equator and in the night sector. Considering only the most accurate range \( Dst > -40 \) nT, however, one finds that average intensities are on average about 3 times larger for \( L \sim 7 \) than for \( L \sim 5 \) to 6, in general agreement with previous THEMIS statistics [Li et al., 2009]. On the nightside, full wave amplitudes and oblique to parallel amplitude ratios are similar to nightside values at \( L \sim 5–6 \) (cf. Figure 1).

For \( L \in [6,8] \), Cluster’s sparse data in the highest \(|Dst|\) range (\(-80 \) nT < \( Dst < -40 \) nT) on the nightside only allows to show that the oblique wave content is almost null, as in the region \( L \leq 6 \) for the same \( Dst \) range. This leaves us with no other choice but to supplement Cluster data in this domain by some other satellite data. Fortunately, a recent study by Spasojevic and Shprits [2013] provides numerical fits to lower band chorus RMS amplitudes \( B_w \) obtained from electric fluctuation \( E_w \) measurements on board CRRES, under the assumption of parallel wave propagation. Since we know from Cluster that it is indeed the case at \( L \sim 7 \) during high-\(|Dst|\) periods, we have decided to make use of these fits from CRRES to complement Cluster ones. However, comparing CRRES and Cluster statistics of RMS wave amplitudes \( B_w \) in the dayside sector at \( L \sim 7 \) (where both data were available) and for \( K_p \sim 5 \) (roughly corresponding to the same \( Dst \) range) [see Yermolaev and Yermolaev, 2003] has revealed a factor of \( \sim 2 \) discrepancy. Incidentally, Meredith et al. [2012] recently compared Cluster, THEMIS, and CRRES wave amplitudes \( B_w \) (similarly deduced from \( E_w \)) near \( L = 6 \) and found Cluster and THEMIS measurements to agree well, while CRRES amplitudes on the nightside appeared generally larger than THEMIS ones by factors \( \sim 2 \). For the sake of consistency with the data from Cluster used throughout the present study, CRRES RMS amplitudes \( B_w \) have therefore been divided by 2 in order to roughly coincide with Cluster measurements of magnetic field fluctuations. Some possible explanations for this discrepancy stem from (1) the fact that the CRRES database covers only 1 year in 1990–1991 with more nightside coverage [Spasojevic and Shprits, 2013; Horne et al., 2013], while the Cluster database covers almost a full solar cycle in 2001–2011 with more dayside coverage, and (2) the likely overestimation of the actual value of \( B_w \) in CRRES fits [Spasojevic and Shprits, 2013] as their assumption \( B_w/E_w = N_{m,0} \) (with \( N \) the cold plasma refractive index) becomes erroneous for \( \theta > 20^\circ \) [see Lengyel-Frey et al., 1994].

In the remainder of this paper, we shall use the data presented above to calculate pitch angle and energy diffusion coefficients. To this aim, the \( \theta \) distribution has been approximated by two Gaussians with mean values and variances depending on \( \lambda \): \( g(\theta, \lambda) = g_1(\theta, \lambda) + 10^{3/8} g_2(\theta, \lambda) \) where \( g_1 = \exp(-(\theta - \theta_m(\lambda))^2 / \theta_m(\lambda)) \) and \( i = 1, 2 \). \( \lambda(\theta) \) is derived from mean-square-root fits to the ratios shown in the bottom panels of Figures 1a and 1b: \( A' = \sum_{l=0}^{\infty} a_l(\lambda/10^3)^l \) (coefficients \( a_l \) are given in Tables 1–4 where \( j = 1, 2, 3 \)) for \( \theta \) corre-

\[ a_{j1} = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{bmatrix}, \quad b_{j1} = \begin{bmatrix} b_{11} \\ b_{21} \\ b_{31} \end{bmatrix}, \quad b_{j2} = \begin{bmatrix} b_{12} \\ b_{22} \\ b_{32} \end{bmatrix}, \quad b_{j3} = \begin{bmatrix} b_{13} \\ b_{23} \\ b_{33} \end{bmatrix} \]

*Coefficients \( a_{j1} \) and \( b_{j1} \) for the three considered \( Dst \) ranges \((j = 1, 2, 3)\).

Table 2. Nightside, \( L \in [4,6] \)

<table>
<thead>
<tr>
<th>( a_{j1} )</th>
<th>( a_{j2} )</th>
<th>( a_{j3} )</th>
<th>( b_{j1} )</th>
<th>( b_{j2} )</th>
<th>( b_{j3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.18010</td>
<td>-2.30635</td>
<td>-2.28895</td>
<td>2.587</td>
<td>2.627</td>
<td>5.856</td>
</tr>
<tr>
<td>0.895675</td>
<td>3.65788</td>
<td>-6.68158</td>
<td>-1.573</td>
<td>-0.013</td>
<td>41.86</td>
</tr>
<tr>
<td>-0.83162</td>
<td>-2.89702</td>
<td>17.4566</td>
<td>5.328</td>
<td>8.170</td>
<td>-65.41</td>
</tr>
<tr>
<td>0.211308</td>
<td>0.777997</td>
<td>-13.5627</td>
<td>-3.581</td>
<td>-6.503</td>
<td>36.88</td>
</tr>
<tr>
<td>-0.00036</td>
<td>-0.06302</td>
<td>3.27594</td>
<td>0.924</td>
<td>1.726</td>
<td>-9.24</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.084</td>
<td>-0.153</td>
<td>0.867</td>
</tr>
</tbody>
</table>

*Coefficients \( a_{j1} \) and \( b_{j1} \) for the three considered \( Dst \) ranges \((j = 1, 2, 3)\).

3. Analytical Estimates of Electron Lifetimes and Related Energization Regimes

Starting from the usual formulation of electron quasi-linear diffusion rates [Lyons et al., 1971, 1972; Lyons, 1974; Glauber and Horne, 2005; Albert, 2005],
where \( \alpha_{\omega_\parallel} \) is the mean chorus frequency and \( B_0 \) the equatorial value of the geomagnetic field. The corresponding parallel waves lifetime reads as [Mourenas et al., 2012b]

\[
\tau_{\parallel,B<45^\circ} [s] = \frac{220 (pT^2 \cdot s^2 / \text{rad})}{\Omega_{\omega_\parallel} m^{7/9} \Omega_{pe}^{14/9} B^2_w},
\]

where from now on bounce-averaged RMS wave amplitude \( B_w \) is in picotesla, angular frequencies are in \( \text{rad/s} \), \( \gamma \) is the relativistic factor, and \( \rho = (\gamma^2 - 1)^{1/2} \). Now, assume that quasi-parallel waves are mixed with a significant amount of very oblique waves (\( \theta > 60^\circ \)). Very oblique wave amplitudes need not be comparable to parallel wave amplitudes. They merely need to satisfy the condition

\[
\int_0^1 \frac{B^2_w \sin \theta \sqrt{1 + \tan^2 \psi \tan \theta}}{3} d \tan \theta \geq \int_0^1 \frac{B^2_{\omega,B<45^\circ} \sin \theta \sqrt{1 + \tan^2 \psi \tan \theta}}{3} d \tan \theta
\]

for their actual, \( \theta \)-integrated wave power [see Lyons et al., 1971] to dominate in diffusion coefficients [Mourenas et al., 2012b; Artemyev et al., 2013b]. Thus, very oblique waves may well be measured with much smaller average amplitudes than parallel waves and yet prevail in scattering rates because of the steep increase of \( \tan \theta \) for \( \theta > 60^\circ \), especially at some distance from the equator where \( \tan \theta \sim \Omega_{\omega_\parallel} (\lambda) / \alpha_{\omega_\parallel} \) increases fast with latitude. Cluster observations show precisely that very oblique waves are often observed with significant amplitudes for \( \lambda \in [15^\circ, 40^\circ] \) on the dayside during moderately disturbed periods.

When such a significant amount of very oblique waves is present only at \( \lambda < 20^\circ \), analytical estimates as well as numerical calculations show that lifetimes are roughly equal to half the parallel wave lifetime [Artemyev et al., 2013a, 2013b]. However, if very oblique chorus waves are present up to high latitudes, the diffusion rates are profoundly modified and take a form [Mourenas et al., 2012b; Artemyev et al., 2013a]

\[
\langle D_{\omega_{\parallel}} \rangle_{B,B<60^\circ} \approx \frac{2 B^2_w \Omega_{\omega_\parallel}^2}{3 B^2_0 \rho \Omega_{pe} \sin \alpha_{\omega_\parallel}} (3)
\]

in the range \( \alpha_{\omega_\parallel} > 10^\circ - 20^\circ \). The corresponding analytical estimate of \( \tau_{\omega_{\parallel},B<60^\circ} \) is [Mourenas et al., 2012b; Artemyev et al., 2013a]

\[
\tau_{\omega_{\parallel},B<60^\circ} [s] \approx \frac{35 (pT^2 \cdot s^2 / \text{rad}) \rho \Omega_{pe}}{B^2_w} (4)
\]

Only the first-order cyclotron resonance contributes to scattering at small \( \alpha_{\omega_\parallel} \) for quasi-parallel waves. The corresponding \( \langle D_{\omega_{\parallel}} \rangle_{B,\omega_\parallel<45^\circ} \) decreases toward the loss cone like \( 1 / \cos^2 \alpha_{\omega_\parallel} \). On the contrary,

**Table 3. Dayside, \( L \in [6, 8] \)**

<table>
<thead>
<tr>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( b_1 )</th>
<th>( b_2 )</th>
<th>( b_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.81859</td>
<td>-1.47559</td>
<td>-1.8239</td>
<td>6.330</td>
<td>5.601</td>
<td>1.565</td>
</tr>
<tr>
<td>0.123943</td>
<td>-0.08905</td>
<td>0.0</td>
<td>0.870</td>
<td>10.99</td>
<td>52.94</td>
</tr>
<tr>
<td>0.408486</td>
<td>0.359753</td>
<td>0.0</td>
<td>1.654</td>
<td>-13.50</td>
<td>-62.81</td>
</tr>
<tr>
<td>-0.271584</td>
<td>-0.306</td>
<td>0.0</td>
<td>-1.713</td>
<td>6.742</td>
<td>31.45</td>
</tr>
<tr>
<td>0.04281</td>
<td>0.0534596</td>
<td>0.0</td>
<td>0.634</td>
<td>-1.401</td>
<td>-6.982</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.079</td>
<td>0.0998</td>
<td>0.567</td>
</tr>
</tbody>
</table>

*Coefficients \( a_j \) and \( b_j \) for the three considered \( D_{\omega_\parallel} \) ranges (\( j = 1, 2, \) and 3).

when such a significant amount of very oblique waves is present only at \( \lambda < 20^\circ \), analytical estimates as well as numerical calculations show that lifetimes are roughly equal to half the parallel wave lifetime [Artemyev et al., 2013a, 2013b]. However, if very oblique chorus waves are present up to high latitudes, the diffusion rates are profoundly modified and take a form [Mourenas et al., 2012b; Artemyev et al., 2013a]

\[
\langle D_{\omega_{\parallel}} \rangle_{B,B<60^\circ} \approx \frac{2 B^2_w \Omega_{\omega_\parallel}^2}{3 B^2_0 \rho \Omega_{pe} \sin \alpha_{\omega_\parallel}} (3)
\]

in the range \( \alpha_{\omega_\parallel} > 10^\circ - 20^\circ \). The corresponding analytical estimate of \( \tau_{\omega_{\parallel},B<60^\circ} \) is [Mourenas et al., 2012b; Artemyev et al., 2013a]

\[
\tau_{\omega_{\parallel},B<60^\circ} [s] \approx \frac{35 (pT^2 \cdot s^2 / \text{rad}) \rho \Omega_{pe}}{B^2_w} (4)
\]

Only the first-order cyclotron resonance contributes to scattering at small \( \alpha_{\omega_\parallel} \) for quasi-parallel waves. The corresponding \( \langle D_{\omega_{\parallel}} \rangle_{B,\omega_\parallel<45^\circ} \) decreases toward the loss cone like \( 1 / \cos^2 \alpha_{\omega_\parallel} \). On the contrary,
Both mixed diffusion can be neglected, which should be appropriate only for wide waves at quasi-linear bounce-averaged anisotropic energy and pitch angle diffusion coefficients (provided that $E > 5\text{MeV}$ and $\alpha_0 > 45^\circ$).

The effect of oblique waves on energy diffusion rates is weaker, due to the $1/n^2$ decrease of the contribution of higher-order cyclotron resonances with resonance number $n$ (Lyons, 1974; Mourenas et al., 2012a). Assuming that this effect remains small indeed, the quasi-linear energy diffusion rate of electrons by parallel chorus waves at $\alpha_0 > 45^\circ$ can be written as

$$
\langle \frac{D_{EE}}{E^2} \rangle_{B, \alpha_0 > 45^\circ} [\text{s}^{-1}] \approx \frac{B_w^2 \Omega_{\text{ceo}}^{1/2} \alpha_m^{1/2}}{100 (\text{pT}^2 \cdot \text{s}^2 / \text{rad})} \times \frac{(y + 1)^{1/2} \sin \alpha_0}{\tan \Delta \theta \Omega_{pe}^{1/2} (y - 1)^{-1/2}},
$$

where $\Delta \theta \sim 30^\circ$ is a realistic estimate of lower band chorus wave normal angle spread [Mourenas et al., 2012a] and $B_w$ is the average wave intensity at altitudes $\lambda < \sqrt{2}/(3 \tan \alpha_0)$ before the mirror points (i.e., at $\lambda = 0^\circ - 15^\circ$ for $\alpha_0 \approx 55^\circ - 80^\circ$). For $\alpha_0 < 45^\circ$ and quasi-parallel waves, only the first-order cyclotron resonance contributes and $\langle D_{EE} \rangle_B$ can be obtained by simply multiplying the full expression for $\langle D_{ee} \rangle_B$ [Mourenas et al., 2012b] by $(y + 1)^2 \sin^2 \alpha_0 \cos^2 \alpha_0 \alpha_m^2/\Omega_{\text{ceo}}^2$ [Mourenas et al., 2012a]. For not-too-high electron energy such that $E(\text{MeV}) < 10\Omega_{\text{ceo}}^3/(\sqrt{\Omega_{\text{peo}}^2 \alpha_m})$, a simplified expression can be derived, which reads as

$$
\langle \frac{D_{EE}}{E^2} \rangle_{B, \alpha_0 > 45^\circ} [\text{s}^{-1}] \approx \frac{B_w^2 \Omega_{\text{ceo}}^{1/2} \alpha_m^{1/2}}{260 (\text{pT}^2 \cdot \text{s}^2 / \text{rad})} \times \frac{(y + 1)^{13/18} \sin^2 \alpha_0}{\Omega_{\text{ceo}}^5 \Omega_{\text{peo}}^{13/9} (y - 1)^{-13/18}}.
$$

For $\alpha_0 \approx 15^\circ - 45^\circ$, a rough estimate can be obtained by substituting in the preceding expression $\alpha_0 = 30^\circ$ and the average value of $B_w^2$ at altitudes $\lambda \sim 5^\circ - 30^\circ$. Note that all the above simplified analytical expressions are valid only when cyclotron resonance with parallel waves exists, i.e., for $E(\text{MeV}) > \Omega_{\text{ceo}}^3/(4\Omega_{\text{peo}}^2 \alpha_m)$. For $L = 4-7$, it corresponds to $E \geq 20 - 30 \text{keV}$, while their upper limit of validity is roughly $E < 2 \text{MeV}$.

Both $\langle D_{EE} \rangle_B$ and $\tau_1$ vary with electron energy like $\sqrt{E}$ for $E \leq 0.5 \text{MeV}$ and $\alpha_0 > 45^\circ$. Let us assume to first order that they are both weakly varying with $E$. As suggested by Horne et al. [2005], the evolution of the trapped electron distribution function $F$ can then be described approximately by a Fokker-Planck equation with quasi-linear bounce-averaged isotropic energy and pitch angle diffusion coefficients (provided that mixed diffusion can be neglected, which should be appropriate only for wide $\theta$ distributions) [see Albert, 2009]. Now, many recent observations in the outer radiation belt have shown that pronounced high-energy electron dropouts frequently occur during the initial, main phase of storms [Turner et al., 2013; Ni et al., 2013]. This allows us to consider simplified analytical solutions proposed by Balikhin et al. [2012] for an initially cold distribution without high-energy electrons. Taking into account finite lifetimes, the early time broadening of the electron distribution takes a simple form [Artemyev et al., 2013a]

$$
F(t) \propto E^{-4(1-\psi)} \exp \left( - \frac{E^2}{4 \langle D_{EE} \rangle_B} \frac{t}{\tau_1} \right),
$$

where $\psi = \frac{\alpha_m}{\lambda}$. As suggested by Horne et al. [2005], the evolution of the trapped electron distribution function $F$ can then be described approximately by a Fokker-Planck equation with quasi-linear bounce-averaged isotropic energy and pitch angle diffusion coefficients (provided that mixed diffusion can be neglected, which should be appropriate only for wide $\theta$ distributions) [see Albert, 2009]. Now, many recent observations in the outer radiation belt have shown that pronounced high-energy electron dropouts frequently occur during the initial, main phase of storms [Turner et al., 2013; Ni et al., 2013]. This allows us to consider simplified analytical solutions proposed by Balikhin et al. [2012] for an initially cold distribution without high-energy electrons. Taking into account finite lifetimes, the early time broadening of the electron distribution takes a simple form [Artemyev et al., 2013a]
with $\eta \sim 5/4$ for $E < 0.5$ MeV and $\eta \sim 3/2$ for $E > 1$ MeV [see also Bakhareva, 2005]. A careful inspection of (7) shows that at high energy the electron distribution $F$ reaches a maximum at a time $t_{\text{max}}$ given by

$$t_{\text{max}} \approx \frac{\tau_t}{2} \left( -\eta + \sqrt{\eta^2 + \frac{E^2}{(D_{EE})_\theta \tau_t}} \right).$$

An important factor to estimate electron energization is therefore the term $\tau_t(D_{EE})_\theta/E^2$. The range $\tau_t(D_{EE})_\theta/E^2 > 1$ corresponds to a regime of negligible losses where the maximum of $F$ is reached at $t_{\text{max}} \sim E^2/(4\eta(D_{EE})_\theta)$ [Balikhin et al., 2012]. On the other hand, the domain $\tau_t(D_{EE})_\theta/E^2 \ll 1$ corresponds to a regime of loss-dominated electron energization. Then, one gets $t_{\text{max}} \sim \tau_t/(2 \sqrt{\tau_t(D_{EE})_\theta/E^2})$ and energization increases with $\tau_t(D_{EE})_\theta/E^2$, since the maximum value of $F$ varies like $\exp(-1/\sqrt{\tau_t(D_{EE})_\theta/E^2})$ [Artemyev et al., 2013a]. Actually, the high-energy electron flux nearly reaches its maximum already at $t \sim t_{\text{max}}/3$ and remains roughly constant as long as injections of lower energy electrons from the plasmasheet continue, before decreasing [e.g., see Bakhareva, 2005]. The loss-dominated regime scaling law $t_{\text{max}} \propto E^2/\tau_t$ is actually close to the approximate scaling $\Delta t \propto E$ of the time delay between electron energization and solar wind velocity changes obtained by Balikhin et al. [2012] for $0.1 \text{ MeV} \leq E \leq 1 \text{ MeV}$ from Los Alamos National Laboratory geosynchronous satellite measurements.

4. Numerical Results: Two Regimes of Electron Energization Depending on $Dst$ and $L$

It is worth noting that the experimental wave normal angle distribution $g(\theta)$ measured by Cluster is actually equivalent to $g(\theta) \sin \theta$ in the usual formulation of the diffusion rates [Lyons et al., 1971; Glauert and Horne, 2005; Albert, 2005]. Consequently, the integrals over $\theta$ must be performed after suppressing in their expression one $\sin \theta$ term which is already included in our $g(\theta)$ distribution (as already done in the works by Artemyev et al. [2013a] and Li et al. [2013]). Wave normal angle distributions $g(\theta, \lambda)$ consisting of two Gaussians are used to calculate diffusion rates, together with the Appleton-Hartree cold plasma whistler mode dispersion relation [Artemyev et al., 2013b]. The numerical scheme has been explicitated in the works by Horne et al. [2005] and Mourenas et al. [2012b]. We consider either the simplified case of a constant plasma frequency along geomagnetic field lines or a more realistic increase $\Omega_{pe} \sim \cos^{-2} \lambda$. The latter scaling has been shown by Denton et al. [2006] to be a good power law fit to the experimentally determined density variation for $L \in [4, 8]$ and $\lambda < 45^\circ$. Although thermal effects, which essentially affect here very oblique waves [Hashimoto et al., 1977], are not formally included in our calculations, two important upper bounds on the wave refractive index $N$ have been imposed ($N < 300$ and $\tan \theta < 0.995 \tan \beta$). It is shown in Appendix A that using such bounds should yield reliable diffusion rates for cold plasma effective temperatures $T_{\text{eff}} \sim 1$ eV to $10$ eV at $L \in [4, 6]$, i.e., for low but realistic plasma $\beta$ values $\beta \sim 4 \cdot 10^{-3}$ to $4 \cdot 10^{-4}$. Moreover, thermal effects on diffusion rates turn out to be smaller for higher-energy electrons ($E \sim 1$ MeV) than for lower energy ones ($E \sim 0.1$ MeV), as the main contributions to pitch angle scattering come from lower $N$ values and thus from waves farther away from the resonance cone angle, less likely to be damped (see Appendix A for details). At $L > 6$, thermal effects should be similar or smaller due to lower occurrences of very oblique waves.

The numerical bounce-averaged diffusion rates $\langle D_{aa} \rangle_\theta/p^2$ and $\langle D_{EE} \rangle_\theta/E^2$ are plotted in Figure 2 for $E = 100$ keV in the three considered $Dst$ ranges at $L = 4$–6 in the day and night sectors. One can see that $\langle D_{aa} \rangle_\theta$ retains essentially the same slope in $1/\sin \alpha_0$ in the range $10$ nT $< Dst < 40$ nT in both the day and night sectors, which is representative of a prevalence of very oblique wave scattering as in equation (3) [Mourenas et al., 2012b]. Nonetheless, the small-$\alpha_0$ part of $\langle D_{aa} \rangle_\theta$ is 4–5 times higher on the dayside due to higher intensities of very oblique waves there at $\lambda > 10^\circ$. In the most perturbed case $-40$ nT $< Dst < -80$ nT, conversely, $\langle D_{aa} \rangle_\theta$ near $\alpha_0 = 75^\circ$ is larger by factor 4 on the dayside and by factor 30 on the nightside due to higher quasi-parallel wave amplitudes at low latitudes. Simultaneously, stronger Landau damping of oblique waves by more intense fluxes of incoming suprathermal electrons during geomagnetically active periods [Li et al., 2010; Chen et al., 2013] leads to smaller levels of $\langle D_{aa} \rangle_\theta$ near the loss cone edge. As a result, the profile of $\langle D_{aa} \rangle_\theta$ is strongly modified. On the dayside it becomes roughly a plateau, indicating that some very oblique waves are still present. On the nightside, the slope is actually reversed, now varying roughly like $1/\cos^2 \alpha_0$ as it must be the case for scattering by quasi-parallel waves only (see equation (1)). Indeed, very oblique waves are almost absent in this case (see Figure 1). The energy diffusion rate $\langle D_{EE} \rangle_\theta/E^2$, which
Figure 2. Bounce-averaged pitch angle and energy diffusion coefficients as a function of $\alpha_0$ for three $\text{Dst}$ ranges and $E = 100$ keV in the day (wide lines) and night (thin lines) sectors for $L = 4$ to 6. Black, red, and blue curves correspond, respectively, to $|\text{Dst}| < 10$ nT, $\text{Dst} \in [-40, -10]$ nT, and $\text{Dst} \in [-80, -40]$ nT. The cases of constant (solid curves) and realistic latitudinally varying density (dashed curves) are considered.

The bounce-averaged and MLT-averaged $(D_{\alpha \alpha})_B$, lifetime $\tau_L$, and $\tau_L (D_{EE})_B/E^2$ are all plotted in Figure 3 for $E = 0.1$ and 1 MeV in the three considered $\text{Dst}$ ranges at $L \sim 4$–6. Lifetimes are derived by numerical $\alpha_0$ integration of $1/(4(D_{\alpha \alpha})_B \tan \alpha)$ from the loss cone angle up to $\sim 83^\circ$ [Albert and Shprits, 2009; Mourenas et al., 2012b], considering that other kinds of observed waves, such as upper band chorus, fast magnetosonic, or lower frequency whistlers, although less intense, should partly fill the gap in pitch angle diffusion near $90^\circ$ for $E \sim 100$ keV electrons [e.g., see Shprits, 2009; Meredith et al., 2012; Artemyev et al., 2013b]. In both pitch angle and energy diffusion rates, dayside scattering clearly dominates in the range $\text{Dst} \in [-40, 10]$ nT of moderate geomagnetic activity, showing increased diffusion at smaller pitch angles. But nightside scattering clearly prevails at $\alpha_0 > 45^\circ$ during important disturbances ($\text{Dst} \in [-80, -40]$ nT), while dayside scattering remains dominant at $\alpha_0 < 45^\circ$. This makes for broad maxima from $\alpha_0 \sim 15^\circ$ to $80^\circ$ in both $(D_{\alpha \alpha})_B$ and $(D_{EE})_B/E^2$ in all circumstances. Nevertheless, particle scattering is more important at $\alpha_0 < 45^\circ$ when $\text{Dst} \in [-40, 10]$ nT (due to the input of very oblique waves), while particle scattering at $\alpha_0 > 45^\circ$ becomes dominant when $\text{Dst} \in [-80, -40]$ nT (due to the suppression of oblique waves and the concomitant increase of low-latitude quasi-parallel wave intensity).

It is worth noting that all the cases studied here on the basis of lower band chorus RMS amplitudes obtained from 10 years of Cluster statistics [Agapitov et al., 2013] for $L \in [4, 6]$ correspond to the regime $\tau_L (D_{EE})_B/E^2 \ll 1$ of loss-limited electron energization. This contrasts with some previous works where energization rates exceeded loss rates as a consequence of an assumption of parallel chorus in lifetime calculations, as well as due to higher low-latitude to medium-latitude wave intensity ratios in the

is mainly determined by quasi-parallel waves (see section 3) constitutes a plateau in the night sector for $\text{Dst} > -40$ nT and in the day sector for $|\text{Dst}| < 10$ nT. In the day sector for $\text{Dst} < -10$ nT, $(D_{EE})_B/E^2$ has a broad maximum for $\alpha_0 = 30^\circ$–$50^\circ$ related to the latitudinal peak of quasi-parallel wave intensity near $\lambda \sim 25^\circ$ seen in Figure 1. An increase of $(D_{EE})_B/E^2$ by a factor of 5 is observed between the medium and highly disturbed periods. During the most perturbed periods considered here ($\text{Dst} \in [-80, -40]$ nT) on the nightside, $(D_{EE})_B/E^2$ again increases by a factor of 30 at high $\alpha_0$, which is again due to higher wave amplitudes at low latitudes.
Figure 3. (top) MLT-averaged and bounce-averaged pitch angle diffusion coefficients for three $\text{Dst}$ ranges and two energies for $L = 4$ to 6 and $L = 6$ to 8. (bottom) $\langle D_{\text{EE}}/E^2 \rangle \tau_l$ as a function of $\alpha_0$ for three $\text{Dst}$ ranges and two energies. Inserted panels show lifetimes $\tau_l$ in the three corresponding $\text{Dst}$ ranges. Black, red, and blue curves correspond, respectively, to $|\text{Dst}| < 10 \text{nT}$, $\text{Dst} \in [-40, -10] \text{nT}$, and $\text{Dst} \in [-80, -40] \text{nT}$. The cases of constant (solid lines) and realistic latitudinally varying density (dashed lines) are considered.

corresponding case studies [Horne et al., 2005]. Nevertheless, it can be clearly seen in Figure 3 that $\tau_l \langle D_{\text{EE}}/E^2 \rangle$ increases tenfold during the most disturbed periods $\text{Dst} \in [-80, -40] \text{nT}$ as compared to the intermediate range $\text{Dst} \in [-40, -10] \text{nT}$. Poor Cluster statistics in the lower range $\text{Dst} < -100 \text{nT}$ corresponding to the main phase of intense magnetic storms make it difficult to draw definite conclusions. Nevertheless, the upward trend of $\tau_l \langle D_{\text{EE}}/E^2 \rangle$ can be expected to continue (albeit at a probably slower rate) at lower $\text{Dst}$, as increased Landau damping by incoming suprathermal electrons further suppresses oblique waves and comparatively increases lifetimes.

In fact, $\tau_l \langle D_{\text{EE}}/E^2 \rangle$ would be independent of wave power (and thus of $\text{Dst}$) if the low-latitude to full bounce-average wave intensity ratio as well as the wave obliquity remained fixed. The large increase of $\tau_l \langle D_{\text{EE}}/E^2 \rangle$ with $|\text{Dst}|$ in Figure 3 stems from the stronger Landau damping of very oblique lower band chorus waves during the most active periods. The large wave power hike between $\text{Dst} \sim -25 \text{nT}$ and $\text{Dst} \sim -60 \text{nT}$ is almost fully compensated by the suppression of small amplitude very oblique waves (which are more efficient for pitch angle scattering than much higher amplitude parallel waves; see section 3), leading to only slightly reduced lifetimes and a much stronger electron energization when $\text{Dst} \sim -40 \text{nT}$ to $-80 \text{nT}$ (i.e., during the early recovery phase of storms). Conversely, electron losses should increase during recovery periods such that $\text{Dst} \in [-40, -10] \text{nT}$ (corresponding for instance to isolated substorms or the late recovery phase of storms), while energization should remain the same as during quiet times ($|\text{Dst}| < 10 \text{nT}$).

A characteristic time scale for electron acceleration is $\sim t_{\text{max}}/3$ from (8). In the loss-dominated regime of energization pertaining to the region $L \in [4, 6]$, it yields between 10 and 1 day at 1 MeV for $\text{Dst} \sim -50 \text{nT}$ to $-100 \text{nT}$, roughly consistent with observations [Horne et al., 2005; Fennel et al., 2012]. The corresponding average lifetimes vary between about 15 and 2 days, in relatively good agreement with previous realistic estimates [Shprits et al., 2008]. Slightly extrapolating the increase of chorus intensity observed over previous $\text{Dst}$ ranges, the expected increased wave power for $\text{Dst} < -100 \text{nT}$ would reduce 1 MeV electron lifetimes to less than 1 day. Accordingly, important electron precipitations should occur during the main phase of storms. But electromagnetic ion cyclotron (EMIC) waves as well as outward radial diffusion induced by magnetopause shadowing are expected to be even more efficient than chorus in detrapping energetic electrons during the main phase of storms [Shprits et al., 2008; Turner et al., 2013; Shprits et al., 2013]. Then, losses should again prevail over acceleration, as it was already the case during moderately disturbed periods such that $\text{Dst} > -40 \text{nT}$.

In the domain $L \in [6, 8]$, diffusion rates and their behaviors are similar to the range $L \in [4, 6]$, but for a decidedly smaller effect of very oblique waves, producing flattened profiles of $\langle D_{\text{av}} \rangle$ for $\text{Dst} > -40 \text{nT}$ (Figure 3). Comparing panels in Figure 1, oblique waves are indeed less intense at $L \in [6, 8]$. This may be
due to a slightly stronger Landau damping by plasma sheet electrons on the nightside and to a less effective refraction toward larger wave normal angles during propagation to higher latitudes in the presence of nonmonotonous variations of the geomagnetic field and cold plasma density on the dayside [e.g., see Roederer, 1970; Denton et al., 2006; Lakhina et al., 2010, and references therein]. The latter may also reduce chorus growth rates at low latitudes.

As a result of this mitigation of very oblique waves, electron lifetimes are similar or even slightly increased in the domain $L \in [6, 8]$ as compared to $L \in [4, 6]$, despite higher wave amplitudes at $\lambda > 15^\circ$ on the dayside as well as on the nightside when $Dst < -40$ nT. In turn, this leads to larger values of $\tau_L(D_{EE})/L^2$ at $L \in [6, 8]$, in general. It is especially true during more disturbed periods ($Dst \in [-80, -40]$ nT). Then, the large increase of near-equatorial chorus amplitudes on the nightside (as provided by CRRES) leads to $\tau_L(D_{EE})/L^2 \geq 1$ for $\alpha_0 > 65^\circ$: the process of electron acceleration has entered a new regime of stronger, loss-independent energization (see section 3). Now, the typical acceleration time scale from (8) is $t_{max} = E^2 / 15(D_{EE}), L^3 \geq 15$ times smaller than at $L \in [4, 6]$ during the same active periods.

Finally, the effect of considering a more realistic latitude-varying cold plasma density [Denton et al., 2006] as compared to a constant one remains weak, in general. This effect is strongest for high-energy electrons ($E = 1$ MeV). Their lifetimes can be increased by about 30% (see Figure 3).

5. Interpretation of the Numerical Results and Discussion
5.1. Two Ways of Dealing With Disturbances: More Electron Losses or More Energization

For the outer radiation belt, there appears to be two different ways of coping with incoming perturbations in the range $Dst \sim -2$ nT to $-80$ nT. Moderate nightside electron injections can trigger parallel wave growth in nearly all MLT sectors, followed by refraction to larger wave normals during a relatively undamped propagation to high latitudes on the dayside, resulting finally in the precipitation of part of the incoming electrons into the ionosphere—effectively limiting trapped fluxes. But during more disturbed periods, more abundant plasma sheet suprathermal electrons can lead to a stronger Landau damping of oblique waves, comparatively reducing electron losses, while stronger (or more anisotropic) 30–50 keV electron injections produce more intense parallel waves at low latitudes and a much increased electron energization. Accordingly, the incoming energy of the perturbations is dispatched differently between wave and electron populations in the radiation belt. Let us discuss some of these points in more details below.

After many azimuthal orbits around the Earth, the statistical transfer of energy taking place between waves and particles should reach an asymptotic quasi-stable state. During periods of moderate geomagnetic activity ($Dst > -40$ nT) at $L \in [4, 6]$, a steep $1/\sin \alpha_0$ increase of $\langle D_{\alpha_{\theta}} \rangle$ toward small pitch angles occurs in both the day and night sectors (see Figures 2 and 3), as a consequence of increased pitch angle scattering by very oblique waves there. As a result, a stronger downward phase space density (PSD) gradient should develop toward the loss cone. Horne et al. [2005] have suggested that $\sim 30$ keV injected electrons could generate parallel chorus waves via their efficient pitch angle scattering toward the loss cone. If the PSD gradient toward the loss cone is actually increased by efficient very oblique wave scattering, it is likely that (linear or quasi-linear) wave growth should also be amplified as a result. This could partly account for the rather steep wave growth observed in the day sector between $\lambda \sim 0^\circ$ and $\lambda \sim 25^\circ$ [see Agapitov et al., 2013]. The possible existence of such a mechanism of quasi-linear parallel wave growth is discussed below in section 5.3.

During more disturbed periods ($-80$ nT $< Dst \ < -40$ nT) at $L \in [4, 8]$, the shape of the total pitch angle diffusion rate $\langle D_{\alpha_{\theta}} \rangle$ is actually reversed, now decreasing toward small $\alpha_0$, and lifetimes are only slightly diminished in spite of the much higher wave intensities. The PSD gradient toward small $\alpha_0$ should then become somewhat smoother than for $Dst \sim -25$ nT, although drift shell splitting may also have increased slightly. Simultaneously, the total $\langle D_{EE} \rangle/L^2$ has been multiplied more than tenfold at $\alpha_0 > 45^\circ$, much more than at $\alpha_0 < 45^\circ$ (see Figure 3). All these facts should lead to a better balance between acceleration and losses or even to a prevalence of electron acceleration over losses during such active periods.

In summary, it seems that when considering increasing geomagnetic disturbances (and associated electron injections), wave growth, subsequent wave refraction to large wave normal angles, and related particle losses are first favored, until disturbances/injections become strong enough to produce a large increase of wave intensity at lower latitudes in the night sector and a suppression of oblique waves at high latitudes on the dayside: the conjunction of these two events actually kick-starts a new regime, where electron energization now concurs efficiently with wave growth and scattering of particles toward the loss cone in absorbing
the energy of incoming particle fluxes. These two regimes correspond roughly to $Dst$ ranges located above and below $-40$ nT.

What can satellite observations actually tell us about these different regimes? Clear cases of electron energization by chorus waves during disturbed periods such that $-80$ nT $< Dst < -40$ nT have already been documented [e.g., see Shprits et al., 2006]. Some studies even suggest that the opposite range $Dst > -40$ nT may really be (statistically) much less prone to electron acceleration [Miyoshi et al., 2013; Zhao and Li, 2013], in line with the present work. The fact that weaker storms were not as well reproduced as strong storms by recent simulations considering only weakly oblique chorus waves [Kim et al., 2012] could also be an indication of the importance of oblique waves during weaker disturbances. However, many more detailed comparisons would be necessary to assess the importance/reality of the relevant processes.

5.2. Two Preferred Regions for Electron Acceleration and the Variability of Energization

For a typical trough density $n_e \propto 1/L^4$ and a nearly constant chorus wave obliquity, equations (2), (4), and (5) can be combined to show that the most crucial quantity $\tau_1(D_{TE}/E)^2$ should vary like $1/L^2$ to $1/L^{5/2}$ from low ($Dst > -40$ nT) to high ($Dst < -40$ nT) geomagnetic activity when considering a roughly constant wave intensity over $\lambda \sim 15^\circ$–$35^\circ$. As a result, a first peak of electron energization should be located near the lowest $L$ shell of the trough, just outside of the plasmapause (provided that plasma sheet energetic particle injections can readily arrive there). This is a fundamental point with far-reaching consequences on the radiation belt dynamics. Moreover, it is in very good agreement with the observed location $L_{max}$ of the peak of MeV electron flux in the aftermath of storms [see Fennell et al., 2012; Zhao and Li, 2013, and references therein] which is roughly given by $L_{max} \sim 1.25 L_{pp}(Dst)$, where plasmapause position $L_{pp}(Dst)$ is provided in the work by O’Brien and Moldwin [2003].

Nevertheless, we have already noted that lower band chorus wave obliquity decreases significantly above $L \sim 6$ (e.g., see section 2). As discussed above, such a decrease leads to an important increase of $\tau_1(D_{TE}/E)^2$. Consequently, electron acceleration is expected to rise around $L \sim 6$ too. During highly disturbed periods ($Dst < -50$ nT) at $L \geq 6$, one even enters a regime of stronger energization independent of losses, where acceleration scales roughly like $B_e^2(L)$. Combined with magnetopause shadowing and radial diffusion, this enhanced energization could explain the statistical maximum of MeV electron flux observed around $L = 5.5$–$6$ [Chen et al., 2007; Shprits et al., 2012]. To check the preceding conjectures, the variation of $\tau_1(D_{TE}/E)^2$ (i.e., of energy diffusion) with $L$ has been calculated numerically and plotted in Figure 4 for constant ($\mu$, $J$) values (where $\mu$ and $J$ are the first and second adiabatic invariants), using realistic wave normal angle and wave amplitude distributions from Cluster for $Dst = -40$ to $-80$ nT, as well as realistic density variations along field lines and as a function of $L$ [Sheeley et al., 2001; Denton et al., 2006]. Figure 4 shows that there are generally two peaks of energy diffusion, one located near the minimum $L$ value of the outer region close to the plasmapause (it is assumed that $L_{pp} \leq 4$ in this figure) and a second one near $L = 6$. However, the second maximum at $L \sim 6$ is generally sensibly higher and wider than the first one. It could explain why some recent statistical studies found only one global maximum at $L \sim 5.5$–$6$ [e.g., see Shprits et al., 2012].

However, since two peaks of electron energization are expected to occur at $L \sim 6$ and at $L \sim 1.25 L_{pp}$, a double-belt structure of the outer radiation belt should not be uncommon during highly disturbed periods (such that $L_{pp}(Dst) < 4$). Such a splitting of the outer belt has reportedly occurred during the recovery phase of at least eight storms in 1994–2003 in relation with local electron acceleration [Yuan and Zong, 2013]. Nonetheless, some of these double peaks could also be due to the remnant of a previous, larger belt, as noticed in other recent works [Turner et al., 2013; Shprits et al., 2013].

Significant plasma density structures are frequently observed outside of the plasmasphere as well as inside it (especially in the aftermath of storms). The presence of such kinds of density structures is likely to impact the above-described picture of electron energization and loss through the variation of $\tau_1(D_{TE}/E)^2 \propto 1/n_e$: important density troughs might correspond to much higher energization of trapped electrons. The cold plasma density structure of the magnetosphere at the time when energization takes place could therefore translate into a (reversed) structuring of the population of energetic electrons trapped in Earth’s radiation belts.

However, understanding the complex evolution of the outer radiation belt requires to explain in addition why similar magnetic storms induce different levels of global energization or losses, as first noted by Reeves et al. [2003]. We believe that one likely cause, if not the sole one, can be the observed variability of lower
band chorus wave obliquity with both $L$ and geomagnetic activity. Such a varying degree of wave obliquity probably stems from the dependence of Landau damping by plasma sheet electrons on different parameters (solar wind velocity, injection strength, ...) and from the varying efficiency of chorus wave refraction to larger wave normals in a disturbed magnetosphere. As discussed in the preceding section, a high level of very oblique waves should result mainly in increased electron losses, while a near suppression of very oblique propagation tied with intensified low-latitude chorus waves should lead to a neat acceleration of electrons. The temporal profile of magnetic storms, i.e., $\text{Dst} = \text{Dst}(t)$, seems to be an important factor in this respect. For instance, a rapid initial recovery back to levels $\text{Dst} > -40 \text{nT}$, followed by a prolonged subsequent period at $\text{Dst} = -30 \text{nT}$ to $-40 \text{nT}$ followed by a quick return back to $\text{Dst} \sim 0$.

However, the local behavior must still be averaged over the full outer belt to obtain a global picture of the increase or decrease of the trapped population. Moreover, additional mechanisms can be simultaneously at work and therefore need to be considered too: radial diffusion, adiabatic convection, and resonant interaction with other kinds of waves, such as fast magnetosonic waves [Horne et al., 2000; Mourenas et al., 2013] and especially EMIC waves during the storm's main phase [Turner et al., 2013]. Obviously, such a complicated task can only be addressed by means of full numerical simulations of the whole radiation belt [Shprits et al., 2006; Horne et al., 2013; Turner et al., 2013].

### 5.3. The Possibility of Dayside Quasi-Linear Wave Growth

Now, let us examine a potential mechanism of quasi-linear wave growth by deceleration of resonant 30–60 keV plasma sheet electrons in the day sector of the magnetosphere during moderately disturbed periods. When looking at quasi-linear energy diffusion rates, a few points are worthy of note. (i) First-order ($n = -1$) cyclotron resonance with quasi-parallel chorus waves is the principal and almost the sole contributor to energy diffusion in the range $15^\circ < \alpha_0 < 45^\circ$ on the dayside (see Figure 5), other contributions by higher-order resonances or from very oblique waves being mostly negligible. (ii) Energy diffusion of 30–50 keV electrons such that $\alpha_0 < 45^\circ$ occurs at low latitudes $\lambda \sim 7^\circ-20^\circ$ generally distinct from latitudes where resonance with very oblique waves exists (see Figure 5). Thus, energy diffusion of 30–50 keV electrons can be simply modeled by (only) first-order cyclotron resonance with nearly parallel waves taking place over a narrow range $\Delta \lambda \leq 10^\circ$ of low latitudes.

In this specific case, the results of previous simplified studies of energy diffusion by purely parallel waves at a given (equatorial) latitude should roughly apply. The latter studies showed that such stochastic particle diffusion should occur preferentially toward regions of smaller electron phase space density (PSD) along so-called resonant diffusion characteristics at a given latitude [Summers et al., 1998]. Horne and Thorne [2003] suggested that energy diffusion by parallel waves near the equator should mainly lead to electron acceleration for $\alpha_0 > 50^\circ$ (due to a lower PSD at higher energy), while it could also lead to electron deceleration for $\alpha_0 < 45^\circ$ in case of a PSD decreasing steeply enough toward the loss cone. Fokker-Planck simulations including pitch angle and energy diffusion by parallel chorus waves have confirmed that such a scenario could really occur, even after bounce averaging over a finite range of low latitudes and even for broadband waves [Fu et al., 2012].

Nevertheless, mixed (energy and pitch angle) diffusion has frequently been found to mitigate energy diffusion by weakly oblique waves. A significantly reduced PSD gradient toward the loss cone in the asymptotic stable state may also suppress quasi-linear electron deceleration and corresponding wave growth. In the present study, however, we are dealing with a novel situation, where additional very oblique chorus waves...
are also present. This contrasts with past simulations, which considered only moderately oblique waves. Although very oblique waves are inefficient at scattering electrons in energy, they are extremely efficient in diffusing them in pitch angle toward the loss cone, much more than parallel waves (see Figures 2 and 3 and the works by Artemyev et al. [2012a], Mourenas et al. [2012b], and Artemyev et al. [2013b, 2013a]). The additional presence of very oblique waves should therefore steepen the downward PSD gradient toward the loss cone and consequently boost quasi-linear diffusion of particles in this direction, amplifying wave growth. Moreover, mixed diffusion is expected to be reduced in the case of a wide $\theta$ distribution as compared to the classical case of quasi-parallel waves [Albert, 2009]. Thus, the actual presence of very oblique waves during moderately disturbed periods should a priori increase quasi-linear electron deceleration toward the loss cone as compared to previous simulations dealing only with weakly oblique chorus waves. As a result, the proposed mechanism of quasi-linear wave growth induced by anisotropic 30 keV electrons may turn out to play an important role on the dayside.

This mechanism can be further examined through simplified first-order analytical estimates. The maximum time $\Delta t_{\text{esc}}$ spent by the waves during one typical travel from the equator up to $\lambda \approx 20^\circ$--$25^\circ$ can be estimated as $\Delta t_{\text{esc}} \approx 2R_E/3v_{g0} = L_RE/\Omega_0/(3\sqrt{\Omega_0^2 - \Omega_0^2})$, where $v_{g0}$ is the wave group velocity component parallel to the field line, $v_{g0}$ is $V_{g0}$ evaluated at $\theta = 0$, $\lambda = 0$, and $R_E$ is the Earth’s radius. As discussed above, in the presence of a steep enough downward PSD gradient toward small $\alpha_0$, quasi-linear diffusion of electrons toward the loss cone by quasi-parallel chorus waves should correspond to an energy transfer from the particles to the waves [Summers et al., 1998; Home and Thorne, 2003; Mourenas et al., 2012a]. Fundamentally, quasi-linear electron diffusion [Shapiro and Sagdeev, 1997] consists of a succession of small stochastic scatterings occurring in the two opposite directions along the curved diffusion characteristics, with varying magnitudes. For a wave experiencing many scatterings of electrons of various $\alpha_0$, it is very reminiscent of a random walk (Brownian-Wiener) process. To first order, the energy transferred to the wave should therefore vary like $E^2 \approx 2D_{\text{EE}} t_{\text{esc}}$, giving $\Delta E \sim D_{\text{EE}} \Delta t/E \sim (D_{\text{EE}}/E^2) E \Delta t$. Accordingly, the electron energy density transferred to the waves per unit time can be expressed as $n_{\text{ener}}(E)(D_{\text{EE}})/E^2$, where $n_{\text{ener}}$ is the density of electrons of average energy $E$.

Energy diffusion rates for $E \sim 30$ keV have a wide maximum at $\alpha_0 = 15^\circ$--$70^\circ$ (see Figure 5 (right)). But Figure 5 also shows that for $E \leq 30$ keV, the integral of $(D_{\text{EE}}/E^2)_B$ between $\alpha_0 = 15^\circ$ and $45^\circ$ is twice larger than the same integral between $50^\circ$ and $70^\circ$. Thus, $E \sim 20$--30 keV electron deceleration (for $\alpha_0 < 45^\circ$) should be roughly twice more important than acceleration ($\alpha_0 > 50^\circ$) when considering a typical electron distribution [Summers et al., 2009] $f(\alpha_0) \sim \sin \alpha_0$. Moreover, Figure 5 (left) shows that quasi-linear wave growth [i.e., $D_{\text{EE}}(\alpha_0 < 45^\circ)$] should dominate at $\lambda \sim 10^\circ$--$25^\circ$, while quasi-linear wave damping [$D_{\text{EE}}(\alpha_0 > 50^\circ)$] should prevail at $\lambda < 10^\circ$.

However, the usual linear wave growth [Kennel and Petschek, 1966] should also be present at very low latitudes. It could easily counterbalance quasi-linear damping in this region. At higher latitudes, geomagnetic field inhomogeneity and an increasing wave normal angle during propagation [Agapitov et al., 2013; Chen et al., 2013] are likely to pare down linear gain. Moreover, chorus consists of a wide ensemble of uncorrelated...
narrowband waves of latitude-varying frequencies. When waves are sufficiently intense or proximate in frequency to satisfy the Chirikov criterion (resonance overlap) for stochastic motion, one enters a regime of quasi-linear diffusion [Shapiro and Sagdeev, 1997; Tao et al., 2011] where frequency broadening due to randomization of particle trajectories should reduce linear wave growth [Dupree, 1966]. Such a stochasticization of electron motion is actually enhanced by geomagnetic field inhomogeneity [Shklyar, 1981; Albert, 1993]. Quasi-linear wave growth should therefore progressively take over at latitudes \( \lambda > 5^\circ \) where dayside average amplitudes are already elevated (> 4 pT), while any quasi-linear damping should probably be offset by linear growth at lower latitudes.

Accordingly, assuming that quasi-linear diffusion of \( \sim 30 \) keV electrons interacting resonantly with parallel chorus waves leads mainly to their deceleration, the average energy density gained by the waves per unit time can be written approximately as

\[
\frac{\Delta \langle B_w^2 \rangle}{8\pi \Delta t} \approx \frac{\langle D_{EE} \rangle_B}{E} n_{\text{ener}} \langle E \rangle - \nu_l \frac{\langle B_w^2 \rangle}{8\pi}. \tag{9}
\]

The second term on the right-hand side of equation (9) contains the Landau damping \( \nu_l \), assumed much smaller than the first term on the dayside for nearly quiet conditions. In this simple model, the maximum interval of time available for wave growth is \( \Delta t_{\text{esc}} \). For \( \langle D_{EE} \rangle_B \), a convenient first-order approximation is \( \langle D_{EE} \rangle_{B, \lambda=30^\circ} \) from equation (6), which was checked to give values in good agreement with numerical results in Figures 2 and 5. Since \( \langle D_{EE} \rangle_B \) is proportional to \( \langle B_w^2 \rangle \), it follows that wave intensity \( \langle B_w^2 \rangle \) grows in time like \( \sim \exp(G) \) with \( G \propto n_{\text{ener}} \). For large enough electron fluxes, quasi-linear diffusion could therefore lead to a wave increase akin to the usual exponential growth observed in the linear regime, albeit under a different form.

### 5.4. Potential Limits on Trapped Fluxes Corresponding to Quasi-Linear Wave Growth

Kennel and Petschek [1966] have demonstrated that anisotropic trapped electron fluxes can be bounded due to linearly self-generated whistler waves. Since waves grow exponentially with fluxes, any small increase in fluxes leads in turn to much stronger precipitations, until an effective self-limitation of fluxes finally occurs. A marginally stable state can be achieved when losses roughly balance incoming fluxes from the plasma sheet. More recently, Summers et al. [2009] extended this formulation to the relativistic regime, considering an ad hoc gain upper bound \( G = 3 \) assumed to correspond to wave intensities high enough for quickly precipitating particles. But Kennel and Petschek [1966] did also assume that quasi-linear energy diffusion was negligible. While this was true for his waves, it is not true anymore for chorus. Moreover, actual flux limits should be smaller than either limit calculated for linear or quasi-linear wave growth alone. Therefore, it is interesting to estimate the flux limits corresponding to quasi-linear growth.

The quasi-linear wave intensity gain can be estimated from the ratio between the peak and minimum measured wave power, i.e., \( G \sim \ln(B_w^2(\lambda = 20^\circ)/B_w^2(\lambda = 0^\circ)) \). Typically, these gains range from 1.5 at \( L \in [4, 6] \) to 1 at \( L \in [6, 8] \) during moderately disturbed periods. During stronger disturbances (\( Dst < -40 \text{ nT} \)), gains are increased and reach 2.5 at all \( L \) shells. Making use of equation (9) with time estimate \( \Delta t \sim \Delta t_{\text{esc}} \), one obtains an upper limit on the density of quasi-stably trapped energetic electrons:

\[
r_{\text{max}}^{\text{ener}} \approx \frac{3G v_{\text{pe}}/2}{16\pi \langle E \rangle L_R \langle D_{EE} \rangle_B / E^2}. \tag{10}
\]

where \( \langle D_{EE} \rangle_B \) is evaluated at \( \lambda_0 \approx 30^\circ \). Writing the stably trapped flux under the simplified form \( F = n_{\text{ener}} V / \langle ST_e \rangle \sim n_{\text{ener}} V / 4 \), where \( V \) and \( S \) are the flux tube volume and equatorial section, \( T_e \) the electron bounce period, and \( V = pc/\gamma \) the average electron velocity, one gets the maximum flux for a given \( \langle E \rangle \):

\[
F_{\text{max}}[\text{e/cm}^2/\text{s}] \approx 1.8 \cdot 10^{10} G(E\text{[MeV]})^{2/9}(\Omega_{\text{pe}}/\Omega_{\text{e0}})^{4/9}/L^4(1 + \langle E \text{[MeV]} \rangle)^{7/9}(\Omega_{\text{pe}}/\Omega_{\text{e0}})^{1/9}. \tag{11}
\]

Note that equation (11) should be valid only for \( 20 \text{ keV} < E < 50 \text{ keV} \) in the outer belt (for cyclotron resonance to exist and electron acceleration to remain smaller than deceleration). But even in this range, \( F_{\text{max}} \) should only be accurate to within a factor 2 or 3.

For a typical trough density \( n_e \propto 1/L^4 \) and a nearly constant ratio \( \omega_m/\Omega_{\text{e0}} \approx 0.35 \), one gets \( F_{\text{max}} \sim 2.5 \cdot 10^{10} G(L)/L^{12} \text{ e/cm}^2/\text{s} \) similar to the \( 1/L^4 \) scaling of the usual Kennel-Petschek limit. Making use of average
chorus wave amplitudes measured by Cluster, one obtains \( F_{\text{max}} \sim 10^4 (5/L)^{1/2} \text{ e/cm}^2/\text{s at } L \in [4, 6] \) and \( F_{\text{max}} \sim 2 \times 10^3 (7/L)^{1/2} \text{ e/cm}^2/\text{s at } L \in [6.8] \) for \( \langle E \rangle \sim 30-50 \text{ keV} \). These values compare well with actual measurements of omnidirectional time-averaged fluxes provided in the AE8 model [Vette, 1991] at \( L = 4.5 \) to 7. Of course, \( F_{\text{max}} \) represents only a rough upper limit on average fluxes: very strong injections may drive fluxes to higher levels corresponding to higher chorus wave intensities and gains. Besides, it is worth noting that in the limit \( \omega_p/\Omega_{\text{cep}} \ll 1 \), the limiting flux \( F_{\text{max}} \) given by equation (11) becomes exceedingly large as quasi-linear energy diffusion vanishes, in agreement with estimates from Kennel and Petschek [1966]. In such a case, the Kennel-Petschek (linear gain) flux limit must be used alone. Finally, since it has been shown that quasi-linear wave growth could potentially play an important role in controlling actual fluxes of injected plasma sheet electrons, full-scale Fokker-Planck numerical simulations would be welcomed in the future to assess more accurately the importance of this mechanism. But this is beyond the scope of the present paper.

6. Conclusions

Full statistics of lower band chorus wave distributions (amplitudes and obliquity) as functions of \( L \in [4, 8] \), latitude, MLT, and geomagnetic activity range have been obtained from 10 years of measurements on board the spacecraft Cluster. Based on an analysis of these results and numerical calculations of corresponding quasi-linear diffusion rates and lifetimes, it has been shown that

1. Dayside very oblique lower band chorus waves (\( \theta > 60^\circ \)) dominate pitch angle diffusion of energetic electrons for \( Dst \geq -40 \text{ nT at } L \in [4, 8] \) (although their average amplitude is smaller than parallel wave amplitudes). Their influence decreases during more disturbed periods, probably in relation with stronger Landau damping by plasma sheet suprathermal electrons. Moreover, oblique waves in the very close vicinity of the resonance cone angle (likely the most damped) are not essential in diffusion rate calculations at high energy \( E > 0.3 \text{ MeV} \).
2. Nightside wave growth is confined to lower latitudes and smaller wave obliquity, probably due to higher Landau damping by suprathermal electrons which are injected in this sector.
3. Electron lifetimes decrease unexpectedly slowly with decreasing \( Dst \), because the increase of the wave intensity is almost compensated by a decrease of wave obliquity.
4. Electron energization by chorus waves occurs in a loss-dominated regime for \( L \in [4, 6] \) and \( Dst > -80 \text{ nT} \) as well as for \( L \in [6, 8] \) and \( Dst > -40 \text{ nT} \). Only during the most disturbed periods at \( L \geq 6 \) does a stronger energization occur independently of losses.
5. Two peaks of energization should occur, one just outside the plasmapause and a second one near \( L \sim 6 \).
6. The variability of lower band chorus wave obliquity with both geomagnetic activity and MLT, related to the strength of suprathermal electron injections, probably accounts for part of the observed variability of the degree of energization and loss in the outer radiation belt.
7. Lower band chorus wave growth between the equator and \( \lambda \sim 25^\circ \) on the dayside when \( Dst \geq -40 \text{ nT} \) could be partly the result of quasi-linear pitch angle and energy diffusion of 20–50 keV electrons, oblique wave pitch angle scattering increasing the electron PSD gradient and favoring energy diffusion by parallel waves toward the loss cone in the day sector.
8. Chorus wave growth due to quasi-linear energy diffusion by parallel waves could impose another upper limit on quasi-stably trapped 20–50 keV electron fluxes coming from the plasma sheet.

As a next step, the important distribution of wave obliquity measured by Cluster should be cross checked and improved when new data statistics from more recent spacecraft missions such as the Van Allen Probes become available. Furthermore, numerical ray tracing calculations of chorus wave propagation including full thermal effects (damping) based on actual (measured) electron distributions will be necessary to assess more precisely the probability of presence of waves in the close vicinity of the resonance cone. As concerns radiation belt electron energization, numerically solving the full Fokker-Planck diffusion equation will be required to investigate the different regimes in more details. Finally, linear, quasi-linear, and nonlinear wave growths should all be considered, as well as the quasi-coherent property of part of the chorus wave packets, which should likely make the full picture of chorus wave–electron interactions even more complex than it looks now.
Appendix A: Thermal Effects on Oblique Chorus Quasi-Linear Diffusion Rates

Although the assumption of a cold plasma whistler mode dispersion has been used in this paper, previous works have shown that it can break down for wave normal angles very close to the resonance cone \cite{Hashimoto1977, Horne1990}, where the wave's parallel phase velocity $\omega/k_i$ becomes much smaller. This appendix is devoted to a short study of potential thermal (kinetic) effects on diffusion rates, based on approximate analytical expressions of the full dispersion equation. While looking at the full numerical (complex) solutions is certainly preferable, satellite measurements of the electron distribution in the magnetosphere show a sufficient range of variability of the relevant electron densities and temperatures to justify considering simpler approximate solutions as a first step.

Various satellite measurements [e.g., Horne and Sazhin, 1990; Horne et al., 2000; Bortnik et al., 2007; Li et al., 2010, and references therein] have shown that at $L \sim 5$ during moderately disturbed periods, the electron population consists primarily of a nearly 1 eV cold component together with a roughly 100 eV hot component. Moreover, hot electrons are usually much more abundant ($\approx 10^5$) on the nightside than on the dayside, because they are believed to arrive from the plasmasheet near the midnight sector and further drift slowly toward the noon sector while experiencing losses to the atmosphere [Li et al., 2010]. Thus, we assume a hot electron density around 1 cm$^{-3}$ on the nightside and less than 0.1 cm$^{-3}$ on the dayside at $L \sim 5$. At the equator, it gives electron $\beta$ values $\beta \sim 4 \cdot 10^{-5}$ in the day sector and $\beta \sim 3 \cdot 10^{-4}$ in the night sector for a cold plasma density such that $\Omega_{ce}/\Omega_{pe} \sim 4.5$ in the trough [Sheeley et al., 2001]. Note that $\beta$ decreases with latitude since $\beta = \sum (\Omega_{pe,i}/\Omega_{ce})^2(T_{cei}/m_ic^2)$, where subscripts $i$ correspond to cold and hot components.

Full numerical calculations have shown that when finite temperature effects are included, whistler mode waves are able to propagate at angles $\theta$ above the resonance cone angle $\theta_r$ \cite{Hashimoto1977}; in this domain, however, they are experiencing a strong Landau damping when a sufficient proportion of (hot) electrons reach Landau resonance ($\omega \sim k_i v$) with the waves \cite{Horne1990}. Based on the numerical results of Horne and Sazhin \cite{Horne1990}, in the presence of a small hot electron component with thermal velocity $v_{hot}$ which is 1000 to 40 times less dense than the cold plasma, a rough condition for moderate Landau damping of the considered oblique waves is $\omega/k_i > v_{hot}$ to 1.8 $v_{hot}$. For waves propagating near the resonance cone, the latter conditions are equivalent to requiring that the wave refractive index $N$ be smaller than $N_{\text{damped}}$ to $N_{\text{damped}}/1.8$ with

$$N_{\text{damped}} \sim \frac{\Omega_{ce}}{\omega} \sqrt{\frac{5}{12}} \frac{1}{\omega^{5/2} \Omega_{ce}}.$$  

Since the refractive index $N$ steeply increases near $\theta = \theta_r$, waves should be quickly damped above $\theta_r$ and should not be observed there, in general, allowing us to restrict our consideration to $\theta < \theta_r$. Moreover, our $\beta$ values are close to the cases studied in Figure 1 in the work by Hashimoto et al. \cite{Hashimoto1977} (where $\beta = 2 \cdot 10^{-5}$) and in Figure 1 in the work by Horne and Sazhin \cite{Horne1990} (where $\beta = 1.5 \cdot 10^{-4}$). As noted by Hashimoto et al. \cite{Hashimoto1977}, for such low $\beta$ values the cold plasma whistler mode dispersion should be only slightly modified by thermal effects below $\theta_r$.

Consequently, a first-order approach for taking into account thermal effects at low $\beta$ is to keep on using the Appleton-Hartree cold plasma dispersion relation as long as the wave refractive index $N \leq \min(300, N_{\text{thermal,} \theta})$, where $N_{\text{thermal}}$ is the refractive index calculated from the quasi-electrostatic analytic expression including thermal effects derived by Horne and Sazhin \cite{Horne1990}. One simply stops integrating over $\theta$ when the cold-plasma $N(\theta)$ becomes larger than $N_{\text{thermal,} \theta}$. Considering here isotropic electron distributions and $\theta = \theta_r$, equations (2)--(5) in the work by Horne and Sazhin \cite{Horne1990} lead to

$$N_{\text{thermal,} \theta} \sim \frac{\sqrt{\Omega_{pe}/\Omega_{ce}}}{\omega} \frac{1}{\beta^{1/4}},$$  

yielding finally

$$N_{\text{thermal,} \theta} \sim \frac{\sqrt{\Omega_{pe}/\Omega_{ce}}}{\omega} \frac{1}{\beta^{1/4}} \frac{2^{1/4}}{(T_{\text{eff}}(\text{keV}))^{1/4}}.$$  

for $\Omega_{pe}/\omega \gg 1$ and $\omega/\Omega_{ce} < 1/2$, where we can take an effective electron temperature $T_{\text{eff}} \sim 1$ eV and 10 eV for dayside and nightside at $L \sim 5$, respectively. Using the above effective temperature, $N_{\text{thermal,} \theta}$ varies between 100 and 200 typically between the equator and high latitudes. It is worth noting that the upper bound $N_{\text{damped}}$ for low Landau damping varies between $\sim 1.7 N_{\text{thermal,} \theta}$ at $\lambda \sim 10^\circ$ and more than $2N_{\text{thermal,} \theta}$ at $\lambda > 25^\circ$, which justifies using only $N_{\text{thermal,} \theta}$ for the upper bound on $N$. Furthermore, we have checked
that typical 1 pT very oblique waves at $\lambda=15^\circ$ on the dayside (see Figure 1 for nearly quiet times), with $N=150–200$ over $\delta \theta \sim 2^\circ–4^\circ$ near the resonance cone, correspond to $\theta$-averaged wave electric field amplitudes $E \sim 0.2$ mV/m which remain fully consistent with RMS electric field amplitudes measured on board Cluster and CRRES in the same conditions [Agapitov et al., 2013; Spasojevic and Shprits, 2013].

In the numerical calculations of diffusion coefficients presented in the main body of this paper (as well as in the work by Artemyev et al. [2013a]), an upper bound $N < 300$ has been imposed together with an additional limit $\tan \theta < 0.995 \tan \theta_r$, which roughly translates into a global limit $N < N_{\text{max}} \sim \min(300, 14\Omega_{\text{pe}} / \omega)$. For $\Omega_{\text{pe}} / \Omega_{\text{ce}} \sim 4.5$ at $L \sim 5$, one finds that $N_{\text{max}} \leq N_{\text{thermal},\alpha}$ in general, in the day sector for $T_{\text{eff}} \sim 1$ eV, as well as for $T_{\text{eff}} \sim 10$ eV at $\lambda \geq 30^\circ$. Now, significant contributions to $\langle D_{\text{out}} \rangle$ by $n$th-order cyclotron resonance with very oblique waves require that $\cos \alpha_0 \approx \sin \theta - 1$ for an optimal wave-particle coupling described by Bessel functions, leading with resonance condition and dispersion relation to $|n| \sim Npe^2 / \Omega_{\text{ce}}^2$ [Mourenas et al., 2012b]. Previous analytical considerations have shown that the magnitude of scattering is roughly proportional to the number of contributing resonances [Mourenas et al., 2012b]. For $\alpha_0 > 15^\circ$, cyclotron resonances occur mainly at $\lambda < 20^\circ$. For electrons energetic enough ($E \sim 1$ MeV typically) such that $|n| > 1$ already near the Gendrin angle at the equator, the whole $\theta$ range between $\theta_{\text{eff}}$ and $\theta$, is similarly contributing, so that the small portion of waves very close to $\theta$, is relatively unimportant [Artemyev et al., 2013b]. For less energetic electrons ($E \sim 100$ keV), however, $|n|_{\text{max}}$ becomes much smaller. In the latter case, higher-order resonances contribute only for waves much closer to the resonance cone angle. For $\alpha_0 < 15^\circ$, significant wave-particle coupling requires $\Omega_{\text{ce}}(\lambda) / \Omega_{\text{ce}} \sim (\omega / \Omega_{\text{ce}}) \sin \alpha_0^{1/2}$ and therefore higher latitudes $\lambda \gtrsim 30^\circ$ [Mourenas et al., 2012b]. In this situation, $|n|_{\text{max}}$ becomes smaller than 1 and only waves closer to $\theta$ can lead to high-order cyclotron resonance. Nonetheless, even in this case, lower energy requires $\theta$ values closer to $\theta$, than higher $E$.

Thus, oblique waves very close to the resonance cone angle $\theta$, become sensibly more important as electron energy is reduced [e.g., see Artemyev et al., 2013b, Figure 10]. In particular, one gets $|n| = 10$ for $N \sim 35$ and 150 for $E = 1$ MeV and 0.1 MeV, respectively, at $\lambda \sim 10^\circ$ for $\alpha_0 > 15^\circ$ (see Figure 5). Then, $N_{\text{thermal},\alpha} \sim 100$ for $T_{\text{eff}} = 10$ eV, so that $N < N_{\text{thermal},\alpha} / 2.5 \sim N_{\text{max}} / 3.5 \sim N_{\text{damped}} / 4$ for $E = 1$ MeV. However, at lower energy $E = 0.1$ MeV, one finds $N > N_{\text{thermal},\alpha} \sim N_{\text{max}} / 1.5 \sim N_{\text{damped}} / 1.7$. At $\lambda \sim 30^\circ$ for $\alpha_0 < 5–10^\circ$, one gets $|n| = 10$ for $N \sim 200$ and 800 for $E = 1$ MeV and 0.1 MeV, respectively. One has now $N_{\text{thermal},\alpha} \sim 200$ for $T_{\text{eff}} = 10$ eV.
while at 1 MeV the needed $N$ is smaller than $N_{\text{thermal},0} \sim N_{\text{max}} \sim N_{\text{damped}}/2.5$, it becomes larger than all these bounds at 100 keV.

The above estimates suggest that thermal effects should induce relatively small changes in scattering rates for energetic electrons ($E \sim 1$ MeV) as compared to our standard numerical calculations performed with the sole condition $N<N_{\text{max}}$. Numerical diffusion rates plotted in Figure A1 for the same parameters at $L \sim 5$ on the dayside confirm that it is indeed the case. The standard pitch angle diffusion rate (grey curves) is very close to the diffusion rate obtained for $T_{\text{eff}} \sim 10$ eV with the condition $N<\min(300, N_{\text{thermal},0})$ (red curves), which is itself almost identical to the null-temperature diffusion rate (black curves). The effect of a latitude-varying plasma density [Denton et al., 2010] is actually more important than thermal effects (at least in their rough implementation considered here) for $E = 1$ MeV in Figure A1. Finally, numerical calculations displayed in Figure 3 demonstrate that corresponding lifetime modifications will remain small. For lower energy electrons ($E \sim 100$ keV), thermal effects are stronger as expected: the diffusion rate obtained for $T_{\text{eff}} \sim 10$ eV is now always sensibly smaller than for a null temperature plasma. Nevertheless, the difference between our standard calculations and these two limiting cases remains smaller than a factor of 2. It implies only little changes in lifetimes on the dayside (for $T_{\text{eff}} = 1-3$ eV). Since lifetimes are principally determined by the stronger dayside scattering (see Figure 2), thermal effects on azimuthal-drift-averaged lifetimes should remain small too.

Consequently, the (standard) diffusion rates calculated in the main body of this paper can be considered as approximately correct for $L \sim 4$ to 6 in the day sector. In the night sector, however, the tenfold denser hot electron component can still lead to a strong Landau damping for waves very close to $\theta$, [Horne and Sazhin, 1990]. Numerically solving the full dispersion equation would be needed to examine this point in the future. Nevertheless, very oblique waves are significantly more rare on the nightside (see section 2). Moreover, previous investigations have shown that a partial suppression of oblique waves at $\lambda > 20^\circ$ should not strongly modify lifetimes, in general [Artemyev et al., 2013b]. At $L = 6$ to 8, very oblique waves are significantly less present (see section 2) while the hot electron component seems to be roughly similar at $L = 6-7$ and $5-6$ [Li et al., 2010], suggesting again rather weak thermal effects, especially when compared to density variation effects which may be expected to increase [e.g., see Denton et al., 2006].
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