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Short Note

Hydrophone Calibration at Very Low Frequencies

by Cécile Joubert,* Guust Nolet, Alexey Sukhovich, Anthony Oge,† Jean-François Argentino, and Yann Hello

Abstract We propose a new method to study the response of a hydrophone at very low frequencies. In our method, the hydrophone is placed in a calibration chamber filled with water and, by instantaneously changing the water height, an abrupt pressure increase of about 1000 Pa is produced. The pressure variation mathematically corresponds to an input signal close to a step function. The response is recorded after filtering and digitizing so that we obtain the response of the complete system.

We also report on the development of an automatic method to determine the number of poles and zeros and their values that describe the observed response. We apply our method to the RAFOS II hydrophone, used on the Mobile Earthquake Recorder in Marine Areas by Independent Divers (MERMAID) floats. As an illustration of the method, an instrumental response in terms of poles and zeros is used to correct seismograms from the 7 April 2014 (Mw 4.8) Barcelonnette earthquake, recorded by three MERMAIDs deployed in the Mediterranean Sea, and to express the observed signals in pascals.

Introduction

Knowing the instrument response is important in quantitative seismology. Recently, hydrophones mounted on oceanographic Mobile Earthquake Recorder in Marine Areas by Independent Divers (MERMAID) floats, cruising at depths down to 2000 m in the Mediterranean Sea and Indian Ocean, have begun to record P waves from teleseismic and local earthquakes. The MERMAID float was developed to record teleseismic arrival times from strong earthquakes and to improve the knowledge of the dynamics of the mantle, more specifically by imaging the hotspot-rich mantle in the southern hemisphere, where the lack of land-based seismic stations results in poorly resolved global tomographic models (Simons et al., 2006, 2009; Hello et al., 2011). MERMAIDs have also demonstrated the ability to record weak local and regional events. As an example, Figure 1 shows the $P$ phases recorded by three MERMAIDs of an earthquake that occurred on 7 April 2014 in Barcelonnette (France), with a magnitude of $M_w$ 4.8. Global Positioning System positions of the floats that detected this earthquake are shown in Figure 2 (float position is determined after it surfaces to transmit the recording).

To correlate $P$ arrivals in different instruments, or simply to estimate the amplitude correctly, it is necessary to correct for the instrument response. It is challenging to calibrate hydrophones at such very low frequencies (< 2 Hz) (Giangreco, 1997). Various methodologies, such as reciprocity or substitution (Bobber, 1988; Smith and Bacon, 1990; Radulescu et al., 2003; Koch and Wilkens, 2004; Veledar, 2009), have been proposed for the kilohertz and megahertz frequency range but few for very low frequencies. Methodologies developed by Levin (1973) and McEachern (1984) propose a dynamic calibration with a hydrophone displacement in a pressure field, whereas Golenkov and Pavlov (1972) and Zalesak (1999) propose a static one, in which the pressure itself is variable. In the Levin (1973) method, a hydrophone is placed along an inflexible vertical axis that is connected to a wheel and a motor. The wheel rotation leads to a vertical oscillation motion of the hydrophone in water, and the signal is recorded by a voltmeter. In the McEachern (1984) method, a hydrophone to be calibrated, as well as a reference hydrophone, are connected to a voltmeter and fixed along a rocker arm, which is also connected to a motor. The motor rotation leads to a vertical oscillation motion of the hydrophones, and the recorded amplitudes are compared. Golenkov and Pavlov (1972) propose a similar method in which a hydrophone is immersed in a water tank connected to a vibrating chamber by means of a flexible cable. This open vibrating chamber is filled with water. The chamber vibrations are transmitted to the hydrophone, and the recorded signals are studied. The Zalesak (1999) method is an extension of the reciprocity method at...
The hydrophone to be calibrated, a projector, and a transducer are placed in a closed calibration chamber. The hydrophone response is determined by measuring the electrical impedance of each pair of transducers.

In this study, we test a new method for hydrophone calibration at very low frequencies. To study the hydrophone response, the hydrophone is subjected to an abrupt pressure variation of about 1000 Pa, which is close to the saturation of the electronics but still linear, and the output signal is analyzed in terms of poles and zeros. Rather than measuring the response of the hydrophone itself in volts, we measure the response of the complete system, including electronics, filtering, and digitizing stages in counts, which enables us to correct the digital signals for the instrument response. In our method, the hydrophone is rigidly fixed in a calibration chamber filled with water. The pressure variation is created by opening a solenoid valve positioned between the chamber and a vertical tube that is also filled with water (Fig. 3). The water level in a tube (10 cm in our case) controls the amount of the induced pressure variation. The sudden pressure increase generates an input signal close to a step function, though we introduced a short, linear rise of duration $t_r$ (equation 3). We applied our method to calibrate a RAFOS II hydrophone, developed by Teledyne Benthos and used in the MERMAID. For teleseismic $P$ waves, the frequency band of interest is between 0.01 and about 2 Hz. The RAFOS II frequency response is flat between 5 Hz and 10 kHz, but no factory data are supplied for frequencies under 5 Hz.

**Experimental Details**

As shown in Figure 3, the hydrophone is attached to the upper part of a cylindrical calibration chamber. The calibration chamber is carefully filled with water, and we make sure that no air bubbles are present. The impermeability at the base of the hydrophone is accomplished through an O-ring. The upper part of the chamber is also sealed to the lower part through a circular O-ring and three screws at 120° from each other, which ensure the chamber is completely sealed.

To the upper part of the chamber, we mounted a solenoid valve, which controls the contact between the water in the calibration chamber and an additional water column placed above the solenoid valve. The valve is connected to a stable power supply. Using a water density of $\rho = 998 \text{ kg/m}^3$, a local gravity acceleration $g = 9.804 \text{ m/s}^2$, and $\Delta h = 0.1 \text{ m}$, we obtain a pressure increase of $\Delta P = 978.4 \text{ Pa}$, for a water column of 10 cm. When we open the valve, the two fluids come into direct contact, which creates a pressure increase detected by the hydrophone. To independently monitor the pressure increase time, a pressure sensor is placed at the base of the chamber (Fig. 3, lower circle). This is used to measure the short time ($t_r < 1 \text{ s}$) it takes for the pressure increase to establish itself. This second sensor, however, was too noisy to be used for direct calibration.

Between the solenoid valve and the upper part of the calibration chamber, a purge allows us to flush out the water column before repeating the experiment.

The hydrophone is connected to the data-acquisition card of the MERMAID float by a coaxial cable. The acquisition frequency extends from 0.1 to 10 Hz with a band-pass filter integrated in the electronic card, and the acquisition sampling frequency of 40 Hz is the same as used in the MERMAID. Ensuring reproducibility of signals is an important point, and several difficulties had to be overcome during the method development. A strict protocol was set in place, and a quiet environment is required to limit signal disturbances. At $t = 0 \text{ s}$, the data acquisition begins, and the chronometer starts. At $t = 1 \text{ min}$, we open the solenoid valve. At $t = 2 \text{ min}$, the acquisition stops; and, before $t = 3 \text{ min}$, we flush out and adjust the water level in the additional water column for the next experiment. The water level adjustment needs to be precise to produce the desired pressure increase. After $t = 6 \text{ min}$, required to
allow the hydrophone and the high-pass filter to stabilize, another cycle can begin. Acquisitions took place on several days during May 2014 at different times of the day and also under different temperature conditions to confirm the reproducibility of signals. The measured response has a mean maximum amplitude of $1.54 \pm 0.13 \times 10^8$ counts. Experiments with a maximum amplitude beyond twice the standard deviation were rejected. A total of 21 response curves were accepted.

### Poles and Zeros Determination

Wielandt (2012) and Ringler et al. (2012) describe methods to determine the poles and zeros of an instrument from an impulse response. Because we were unable to find a simple algorithm to get the poles and zeros from an observed response to a step function in the seismological literature, we describe the interactive method we developed to determine the poles and zeros, which is the basis of the program polezero. The program is written in FORTRAN 90 and uses Generic Mapping Tools for plotting (Wessel and Smith, 1991).

With the Fourier sign convention

$$H(\omega) = \int_0^\infty h(t) \exp(i\omega t) dt,$$

the output spectrum $H(\omega)$ is approximated by $n_p$ poles and $n_z$ zeros as

$$H(\omega) = A_0 \frac{(i\omega - z_1)(i\omega - z_2) \ldots (i\omega - z_{n_z})}{(i\omega - p_1)(i\omega - p_2) \ldots (i\omega - p_{n_p})}.$$  \hspace{1cm} (2)

The spectrum $H(\omega)$ is Fourier transformed to predict the step response $h(t)$ in the time domain, and the squared misfit with the observed signal $J = \int [h(t) - h_{\text{obs}}(t)]^2 dt$ is minimized as a function of $A_0$, as well as the poles $p_i$ and zeros $z_i$. We give the theoretical development for a step response. For the impulse response, an extra zero $z_{n_z+1} = 0$ needs to be added.

In the first experiments, we noticed the assumption of a pure step function input led to an underestimate of the response for the highest frequencies; we therefore decided to measure the rise time to a maximum amplitude using the second sensor connected to an oscilloscope, and we allow the measured rise time to a maximum amplitude $\tau_p$ to influence the poles and zeros. For a first approximation of the response to a pure step function, neglecting $\tau_p$, the spectrum becomes

$$F(\omega) = \int_0^{\tau_p} \frac{t \exp(i\omega t)}{\tau_p} dt + \int_{\tau_p}^\infty \exp(i\omega t) dt$$

$$= \frac{\exp(i\omega \tau_p) - 1}{\omega^2 \tau_p}. \hspace{1cm} \text{ (3)}$$

The determination of the poles and zeros, as well as their number, is a highly nonlinear process. It is therefore important to have an acceptable starting guess for the response in terms of poles and zeros. In addition, one is often unsure what the optimal number of poles and zeros might be. To find a good starting set of poles and zeros, we distinguish two cases for a first approximation of the response to a pure step function, neglecting $\tau_p$: the underdamped case uses

$$h(t) = (A + Bt) \exp(-\alpha t), \hspace{1cm} \text{ (4)}$$

and the critical or overdamped case uses

$$h(t) = A \exp(-\alpha t). \hspace{1cm} \text{ (5)}$$

In the underdamped case (Fig. 4, lower curve), we parametrize a stack of recorded signals in terms of a simplified response with an overshoot, to find a first starting guess for one zero and two poles:

$$h(t) = (A + Bt) \exp(-\alpha t), \hspace{1cm} \text{ (6)}$$

of which the Fourier transform is
A zero defined by these estimates of increase.

t into account the time of the pressure increase response decreases to the value of amplitude (we allow for the influence of a rise time starting values for the nonlinear optimization. The underdamped response is described by a maximum amplitude

Figure 4. Parameters of the two responses considered in the article. The underdamped response is described by a maximum amplitude $A$; the time of the first zero crossing ($t_0$) and minimum amplitude ($t_B$) are included. The overdamped response is described by a maximum amplitude $A$ and the $t_H$ at which the amplitude of the response decreases to the value of $A/2$. In both cases, we also take into account the time of the pressure increase $t_r$ (measured independently by the second pressure sensor, in the underdamped case).

$$H(\omega) = -A \frac{\omega - \alpha - B/A}{(i\omega - \alpha)^2}, \quad (7)$$

from which we recognize one real zero at $i\omega = \alpha + B/A$ and two real poles at $\alpha$.

Figure 4 shows the important parameters used for the estimation of the first set of poles and zeros, assuming a pure step function input. We estimate $A$ by measuring the maximum of the response. An estimate for $B$ is subsequently found from the first zero crossing:

$$B = -\frac{A}{t_0}. \quad (8)$$

The time of the minimum amplitude in the response gives an estimate of $\alpha$. Setting the derivative of $h(t)$ to zero gives

$$\alpha = \frac{B}{A + Bt_B}, \quad (9)$$
in which $t_B$ is defined by $h'(t_B) = 0$. The two poles and one zero defined by these estimates of $A$, $B$, and $\alpha$ are used as starting values for the nonlinear optimization.

Because we are not sending a pure step input function, we allow for the influence of a rise time $t_r$ for the pressure increase. $t_r$ is read from the second pressure sensor, which is sampled at very high frequency on the oscilloscope.

Once we obtain the optimum fit for the starting configuration of two poles and one zero (both real), we may proceed by adding a pair of one complex zero and one complex pole that are each identical to $(1 + i)$. Because these divide out, the starting fit of the next iteration is the same as the one with fewer poles and zeros. In the case of complex poles, the requirement that the response is real forces the program to add their complex conjugates as well, but these are not independent from their counterpart and thus do not add to the number of parameters in the optimization. In each iteration, we thus increase the number of variables to optimize by four (two real and two imaginary components). We used Powell’s method (Press et al., 1992) to converge and determine the number of additional poles and zeros by trial and error. Though somewhat slow, Powell’s method was found to be much more robust than a gradient search. In our experience, it always leads to a satisfactory fit, comparable with the noise, in the time domain.

Results

We determined the poles and zeros for the RAFOS II hydrophone in series with the MERMAID electronic card. We are in the underdamped case. We average the 21 response curves to give the black curve in Figure 5. The response has decreased to $A/2$:

$$\alpha = -\ln 0.5 = \frac{0.693}{t_H}. \quad (10)$$

If the system is critically damped or overdamped and does not show an overshoot (Fig. 4, upper curve), a simple exponential decay with $B = 0$ is assumed, but we maintain $n_p = 2$ and $n_z = 1$ even though in that case one pole and one zero are equal to $\alpha$ and could be divided out; instead, we allow the first iteration of optimization to change them into values that are different from each other. In this case, we estimate the starting value $\alpha$ from the half time $t_H$ in which the response has decreased to $A/2$:

For the system to be critically damped or overdamped, we maintain $n_p = 2$ and $n_z = 1$ even though in that case one pole and one zero are equal to $\alpha$ and could be divided out; instead, we allow the first iteration of optimization to change them into values that are different from each other. In this case, we estimate the starting value $\alpha$ from the half time $t_H$ in which the response has decreased to $A/2$:
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Once we obtain the optimum fit for the starting configuration of two poles and one zero (both real), we may proceed by adding a pair of one complex zero and one complex pole that are each identical to $(1 + i)$. Because these divide out, the starting fit of the next iteration is the same as the one with fewer poles and zeros. In the case of complex poles, the requirement that the response is real forces the program to add their complex conjugates as well, but these are not independent from their counterpart and thus do not add to the number of parameters in the optimization. In each iteration, we thus increase the number of variables to optimize by four (two real and two imaginary components). We used Powell’s method (Press et al., 1992) to converge and determine the number of additional poles and zeros by trial and error. Though somewhat slow, Powell’s method was found to be much more robust than a gradient search. In our experience, it always leads to a satisfactory fit, comparable with the noise, in the time domain.
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at minimum signal of \( t_B = 8.52 \text{ s} \). After three iterations, we obtain a misfit of 0.002, indicated by the thick gray dashed line in Figure 5. The associated poles and zeros for the impulse response (with extra zero added) are listed in Table 1 and illustrated with a Bode diagram in Figure 6 (following the notation and using sign conventions for use with the Seismic Analysis Code, the first and second columns, respectively, represent the real and imaginary parts of the poles and zeros expressed in radians per second and \( A_0 \) in counts/Pa). If another pole and zero pair is added, the misfit does not change the third decimal.

The value of \( t_\tau \) is determined by the second sensor with a precision better than 0.1 s. The accuracy of the poles and zeros estimates was tested by computing them for three values of \( t_\tau \). Our best estimate (from 21 experiments) yields \( t_\tau = 0.73 \pm 0.09 \text{ s} \). In Figure 7, we illustrate the instrument correction for the Barcelonnette earthquake recorded by MERMAIDs (Fig. 1). The variability between \( t_\tau \) values induces a weak influence of \( t_\tau \) (black curve \( t_\tau = 0.73 \text{ s} \), dashed black curve \( t_\tau = 0.65 \text{ s} \), and dashed gray curve \( t_\tau = 0.80 \text{ s} \)). Although the response at high frequencies is affected by the values of \( t_\tau \), the actual effect on the seismogram is minor, even for this case of a regional earthquake with frequencies in excess of 2 Hz. Thus, the Barcelonnette earthquake produced a maximum pressure increase of about 500 Pa on MERMAID float records.

Table 1

<table>
<thead>
<tr>
<th>Poles 4 (rad/s)</th>
<th>Zeros 4 (rad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.111545250</td>
<td>0.00000000</td>
</tr>
<tr>
<td>-0.152957797</td>
<td>0.00000000</td>
</tr>
<tr>
<td>-1.04562248</td>
<td>-0.882738054</td>
</tr>
<tr>
<td>-1.04562248</td>
<td>-0.882738054</td>
</tr>
</tbody>
</table>

Constant \( A_0 = 0.8380073 \times 10^{15} \text{ counts/Pa} \).

Conclusions

In this study, we propose a new hydrophone calibration method that does not require a reference hydrophone. It allows correction of the instrument response using a small number of poles and zeros. We applied the method to MERMAID records of the Barcelonnette earthquake (\( M_w 4.8 \)), which occurred on 7 April 2014.

The method developed here offers a way to estimate hydrophone responses at low frequencies. It is important to respect the experimental protocol described above to ensure reproducibility of signals. The pressure increase is transmitted to the calibration chamber in a short (< 1 s) but finite time \( t_\tau \). This results in an input signal somewhat different from a pure step function. This delay time was measured by a second pressure sensor and was estimated to be about 0.73 s. The reasons for this particular value are not clear for the moment because neither the response time of the solenoid valve (35 ms) nor inertial effects would seem to be able to cause such a relatively large delay. However, it is important to take the delay into account because otherwise the response is clearly underestimated at high frequencies.

The program \( \text{polezero} \) can be freely downloaded (see Data and Resources). The download includes a user guide, explaining step by step the program functioning for the two considered cases: for underdamped and critical or overdamped signals (two input signals are provided as well).

Data and Resources
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