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Abstract

We introduce two new channeling indicat@rs andD. based on the Lagrangian distribution
of flow rates. On the basis of the participationaiahese indicators characterize the extremes
of both the flow-tube width distribution and thewt rate variation along flow lines. The
participation ratio is an indicator biased towdrd targer values of a distribution and is equal
to the normalized ratio of the square of the fater moment to the second-order moment.
Compared with other existing indicators, they adagaously provide additional information
on the flow channel geometry, are consistentlyiapple to both porous and fractured media,
and are generally less variable for media generas#og the same parameters than other
indicators. Based on their computation for a broathe of porous and fracture permeability
fields, we show that thegonsistently characterize two different geometrioperties of
channels.Di. gives a characteristic scale of low-flow zones garous media and a
characteristic distance between effectively flowstguctures in fractured casd3. gives a
characteristic scale of the extension of high-floenes in porous media and a characteristic
channel length in fractured medi®; is mostly determined by channel density and

permeability variability.D¢. is, however, more affected by the nature of theetation
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structure like the presence of permeability chasmmel fractures in porous media and the
length distribution in fracture networks.
Keywords:flow channels; heterogeneous media; connectivigctlire network; channeling

indicators
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1. Introduction
Spatial heterogeneity in hydraulic conductivity eafs fluid flow and solute transport in
complex natural media like fractured media [38]ludhl systems [11] and strongly
heterogeneous porous media [28] and has been actuddj research for decades ([8] and
references therein). It is a function of contrabetween high permeability and low
permeability values. As flow tends to avoid Iéwzones for highk zones, heterogeneity
induces the development of preferential flow paf®8,23] also called "paths of least
resistance” [39], along which flow is focused. Theffects on upscaled/effective hydrologic
properties have been observed in laboratory andernoat studiesFogg [10] performed a
numerical study on the hydraulic conductivity dlatition in the Wilcox aquifer and suggests
that flow is mainly controlled by the continuity deconnectivity of sand deposits rather than
by local hydraulic conductivity valuesdanor [16] drew similar conclusions for the
Livingston site. Silliman [34] illustrated the formation of preferential Wo paths with
laboratory experiments. [22,30] showed how thenwstie of aquifer properties, like the
effective permeability of a system, should takencleding into accountkonayne et al[31]
used statistical channeling properties to estimagigfer parameters in a system affected by
channeling. SimilarlyKerrou et al.[19] showed that not accounting explicitly for analing
in a sequential self-calibration approach resultedflow underestimation and strong
deviations in capture zone estimatdsinchero et al [37] showed that for moderate
heterogeneities, both the connectivity of higlvalues and apparent porosity are key in
predicting transport times efficiently. Althoughasineling is important for flow and transport
properties, its quantification remains a mattedebate. Two types of indicators have been
proposed: indicators derived from the comparisonpsfcaled hydraulic properties with their

small-scale counterparts, and statistical indicat@iculated from the permeability and flow
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fields. The first category of estimators is basedhgdraulic properties that are sensitive to
channeling. The simplest estimator is the effegigemeability Ker, known to be sensitive to
flow organization [14]. In 2D multi-log-Gaussianotsopic weakly-correlated fields, the
equivalent permeability is equal to the geometr&anKes=Kqy[27]. If the connectivity of the
higherK zones is greater than that of the loweronesKes is larger tharKy [32] within the

limit that (whereK, is the arithmetic mean) [40]. The type of averaggsured by

the power averaging exponefF; [9,18] has thus been considered as a measure of

channeling [20]:

_ (1)

CF; varies between -1 and 1 for the harmonic andragtit means, respectively, and is equal
to zero for the geometric mean corresponding trapac weakly-correlated multi-Gaussian
fields. As transport is also strongly affected thamneling, breakthrough curve properties
have been proposed as estimators of the channgdiggee [41]Knudby and Carrerd20]

used the raticCT; of the average arrival timeto the time at which 5% of the solute have

broken through the domain boundayy

When preferential flow paths exigt, becomes much smaller thanCT; increases and the
field should be considered as increasingly conwmkecibe apparent hydraulic diffusivity has
been proposed as an intermediary characteristivgeba flow and transport connectivities
[21]. Park et al.[29] suggested that the normalized travel time drefance be used to

investigate preferential flow.
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The second category of estimators uses statisti@hcteristics of the permeability field or of
the flow field. N-point spatial connectivity statistics are dedidate the measurement of
connectivity and were applied to permeability feeltb estimate the presence of high-
connected patterns [17,24Vestern et al[42] used a directional multi-point geostatistical
indicator and showed that it could capture theed#hce between random and channeled
fields with similar k-distributions, unlike non-directional indicatorBrippiat et al. [13]
suggested that the presence of preferential flothispar flow barriers could be identified
using head and flow variances, since head varicegatively correlated to connectivity
while flow variance is positively correlated to th#ective permeability increasBruderer-
Weng et al[3] used the multifractal spectrum of the flowldigo quantify channeling in
heterogeneous pipe networks. The distribution ofvfhas also been used for quantifying

channeling in fractured networks [6].

The multiplicity of the proposed indicators showsttchanneling cannot be restricted to a
single simple characteristic. The concept of chhngealso strongly depends on the
application targeted. The relevant use of changehdicators probably differ between flow
and transport applications [33]. In this study, wviecused first on the geometrical
characterization of channels, i.e. on the charthelmselves rather than on their consequences
in terms of flow or transport. In this respect, thiest category of indicators based on
equivalent medium properties are limited by thd that they measure the consequences of
channeling rather than channeling itself. The min of the indicators based on
permeability statistics arises from the measureroéatsingle cause of channeling cause (the
connectivity of highKk zones) where channeling is also induced by thealwdity of
permeability [26]. The advantage of those indicatoaised on the statistical properties of the
flow field is the measurement of channeling its@. opposed to the multifractal dimensions

and the variance of head or flow, we look for imdars based on the geometrical properties of
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the channels that additionally identify channeloansistently in both porous and fractured

media.

Even though channeling occurs under many diffemrdumstances, it has two recurrent
characteristics. First, flow is localized withinfew structures. Second, channeling locally
maintains high flow rates over long distances. s hasis of these two characteristics, we
aimed at defining quantitative channeling indicattirat met the three following constraints.
First, they must be globally consistent with thewdlly intuitive classification of channeling.
Second, they must provide a quantification of cleding. Third, they must be applicable

simultaneously to porous and fractured media.

We define two new indicators in section 2. We cotapieir value for the broad range of
synthetic fields introduced in section 3. In settdy we analyze first their consistency with
the expected ranking of channeling and then theieddency on the permeability correlation

structures. Finally, we compare them to other axgsndicators in section 5.

2. Flow-based indicators

A channeled medium is defined as a medium wheke iifolocalized within a few structures
and where preferential flow locally maintains hitgw rates over long distances. To this end,
we defined two channeling indicators, one quarmidythe localization of flow within the
system and the other quantifying the continuityflodv paths. Since the proposed indicators
were not straightforward, we introduce them usimgliminary attempts based on simpler
guantities. The objective was to show the relevasfche more complex indicators finally
adopted. The first indicator should characterizerative volume occupied by the high-flow
zones. The simplest indicator could be the relatioleime occupied by flows larger than a
given threshold value. Although simple, this intazadepends on the arbitrary choice of the

threshold value. Rather than a deterministic indicave looked for a statistical characteristic
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biased toward the higher values of the flow disiiitn. Since the moments of the flow
distribution My(F) are increasingly sensitive to the highest valéh increasing orderg,
the idea was to compare moments of increasing ®ider in the participation ratis, [5,35]

equal to :
S(F) = My(F)(Mo(F):Ma( F)) €))

where F stands for the spatial distribution of flow ratésr ~ discretized on a domain of

cells of volumes/;, My(F) writes:

)
"#$ % &F( 4)

%

where/ i is the mean value of over the grid celi. Table 1 showsS, values for usual
distributions. When the distribution variability nighes, S tends to 1. By contras
systematically decreases with higher variabilityatdver the distribution type. For the

lognormal distributions; is solely function of the lognormal variance.

WhereasS,(F) gives indications about the surface occupiedhaylargest flow rates, it does
not account for the distribution of this surfacaha the domain. Consequently, we did not
useS(F) but S (W), whereW, is the distribution of flow-tube widths carrying the same
fraction 1h of the total flow. SinceS;(W;,) is biased toward the largéd, values , it
characterizes the extension of the low-flow zonas laence the distance between main flow
channels. We defined and comput®gin the specific context of permeameter-like bougda
conditions defined for a square domain by fixeddsean two opposite sides and no flow on
the other sides. The definition ¥, may also be adapted for different boundary comiti In
convergent flow conditionsW, would be defined by the distance between flow dine

normalized by the distance to the well. With permeter-like boundary conditions, we first



141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

determinedh equivalent flow tubes defined as the tubes cagryith the same fraction i/of
the total flow (Figure 1, middle column). Then, e@mputed the participation rati(W,) on

the flow-tube width distribution.

We introduce the meaning &(W,) with the case op regularly spaced flow tubes of width
L/p, whereL is the system size, amdp flow tubes of negligible width within the channels
The distribution of flow-tube widths is thus a hipadistribution of valuesL/p with a
probability p/n, and 0 with a probability (p#n). From Table 1, it leads &(W,)=p/n. In this
case,S(W,) is directly proportional to the number of champl When the number of
channelg is equal tn, S$(W,) reaches a value of 1, like in homogeneous fl@h§. In fact,
for a homogeneous case, all flow tubes have thee saidith andS;(W,)=1. Using this same
example, we derived the characteristic distancerdxmt channel®;. from S;(W;,). Since the

distance between two channels is equ@itel/p andS(W,)=p/n, then:

o 5
1 (1, 3, )

Dic ranges fromi/n in homogeneous fields 1o in a unique channel conveying all the flow,
for which S;(W,)=1/n. L/n can be a priori interpreted as a channel resaiuiibie selection of
an appropriate value fom will be investigated at the beginning of sectionDf is a
characteristic distance between channels. Howévdnes not provide any information on
the channel persistence throughout the systemefample, in Figure 1 the field at the top
and the field in the middle have two different fléilds with about the sani&/L ratio equal
to 0.09, but high flow rates are visually maintairever a longer distance in the middle field

than in the top field.

We looked for a second indicator designed to difféiate these two fields by characterizing

the distance over which flow rates are continuoustyh. We first tried the Lagrangian
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correlation length of flow rates. It was howevet oonsistent with our intuition of channel
persistency. For example, the correlation lengtthefrearranged field in Figure 1 (middle) is
smaller than the correlation length of the nonnaaged field (Figure 1, top). The correlation
length is not only sensitive to the large flow mtrit also to all other values. It thus fails to
characterize high-flow zone connectivity. Like ftre previous indicator, computing the
Lagrangian correlation length from the sole velesifarger than a given threshold faces the
same problem of the arbitrary choice of the thr&sheloreover, the channels may display
some discontinuities that hinder the relevance difirashold (Figure 1, right bottom). We
found that characterizing flow channel discontirsitis easier than flow channel persistence
since discontinuities are more localized. Largaigalof the spatial derivatives of flow rates
are more localized at the entrance and exit of mélgrthan in the remaining of the field. On
the contrary, the variations of flow rates are demadnd distributed evenly in non-channeled
media. To characterize the distribution of the flomansitions taken as the Lagrangian
derivatives of flow rate# ', we used again the participation raioon ~ ' (right column in
Figure 1). NumericallyS(F ') was calculated according to (3) from the momesftghe

distribution of 7 ' discretized along the flow lines:

g5

o L&
s € % % 7 5—7’85 (6)
8* ’*

with j the flow line indexp the number of flow Iines7,78 thei™ position along the flow ling

m the number of positions along the flow Iine&’8 and Ds' the flow rate variation and
distance between two consecutive points. Flow liwese computed by using a particle-
tracking algorithm. We chogeequal to 16andm so thatDs! was of the order of the grid cell
size after ensuring that largprand m values did not modify the resultS;(F ') defines a

characteristic distandey over which flow rates are actually variable diddey the average
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flow line length ) [35]. By contrast, a characteristic scBlg over which flow rates are only

slowly varying is function of'-l¢:

DedL'=(L"le)/L'= (1-5(F ) (7)

D¢ will be taken as a characteristic channel lenfsthmedia with discontinuous flow paths,
F ' has a narrow and spatially uniform distributiteading toS;(F ')=1 andD./L' = 0. In
highly-channeled media, the distributioh’ contains values close to zero except at the
channel extremities, leading to sm&8}(F ') values andD./L' close to 1. For example, the
D./L' value for the middle field in Figure 1 is equal(.72. It is larger than the value of 0.43
for the field at the top of Figure 1 following thetuition that persistence is larger in the

middle field.

Di/L andD¢/L" are statistically-derived indicators designedharacterize flow localization
and flow continuity. They are dimensionless qué&tiranging between 0 and 1 that can be
used to compare channeling in different systemsselction 3, we define a broad range of
synthetic porous fields and fracture networks inchiD;. andD.. will be computed in section

4.

3. Tested media and computational methods
IndicatorsDj. and D will be compared in the different synthetic fieldsplaying various

connectivity degrees presented in this section.

3.1. Field generation and flow computational method

Simulations were performed in four steps, congjstimthe generation of the tested fields,
simulation of flow, derivation of the flow lines drcomputation of the different indicators.
The generation of the multi-Gaussian porous fields performed via a Fourier transform

[15] using the software FFTW [7,12]. Some field® dhen rearranged according to the
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rearrangement methods described in [43] and [2€8dtired. In order to avoid side effects,
particularly with large correlation lengths, aklils were generated within a 1280x1280 grid
of which the central part (128x128) was kept far #malysis, sh=128 was the characteristic
system size. The original field was taken with g-komean equal to zero, a variancse,zl
equal to 1 and 3 and a correlation length €qual to 8 and 64. Fracture networks were

generated within a system size equal tdl 4@ wherel i, is the size of the smallest fracture.

In porous media, the flow equation was discretiaedhe structure of the medium according
to a finite volume framework with harmonic intelcpermeabilities [25]. As previously
mentioned, permeameter-like boundary conditionseviposed on the sides of the domain,
i.e. fixed heads on two opposite borders and nw ftm the others. The discretized flow
equations ended up to a linear sysiem=b solved by the multifrontal method implemented
in the software UMFPACK [4]. Flow lines were congtted using a particle-tracking
algorithm. Particles were injected through a vettsegment positioned in a central part at a
distance of one correlation length from the inled @roportionally to flow in order to avoid
boundary effects [1,36]. Indicators were computeainf 500 Monte-Carlo realizations for

each tested case.

3.2. Description of the test cases

We used a broad range of 2D synthetic porous aamctuired media characterized by the
histogram of their permeability distribution anceithconnectivity structures. The synthetic
porous media have all a lognormal permeabilityriigtion of variancesyz, wherey stands
for log(k) andk is the permeability, but differ by their corretatistructure (see Figure 2). For
the same correlation length we used six correlation patterns. The testedciires are
identified by P as in porous and one or two otb#ets specifying the correlation pattern. The

first two fields have Gaussian and exponentialadation structures (PG and PE in Figure 2).
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The two next ones result from the rearrangemenhaoast byZinn and Harvey43], yielding
fields of highly-connected high or low permeabdgi(PC+ and PC- on Figure 2). The two last
ones are Gaussian-correlated fields to which ameddhighly permeable fracture-like
structures oriented parallel to the average headignt and spanning either half of the system
(PF on Figure 2) or the whole system (PF2 on FiQ)rg20]. These rearrangement methods
provide different flow distributions (Figure 3). & C+ method increases the mean flow rate
compared to the Gaussian correlated field, whieeRhmethod adds a second peak of larger
flow rates to the histogram. Note, however, thatrarrangement methods do not modify the

permeability histogram.

Flow channeling was also observed in fractured médicause of both the fractures and the
network-scale heterogeneities [38]. In this papee, concentrated on the network-scale

complexity stemming at first from the power-lawdnare length distribution:

n(1)~1" (8)

wherea is a characteristic exponent between 1.5 and .4V} chose five types of fracture
networks differing by their fracture length andnsaissivity distributions and by their
density. They are identified by the letter F follvby three additional letters. The first one,
FTLO, corresponds to fracture networks at percohathreshold (structures just connected)
with a power-law length distribution yielding tordg fractures corresponding #oequal to
2.0 (Figure 4). The four other networks show a #ngrobability of occurrence of large
fractures é=3.5) and are respectively at threshold (FTSO, eigl) and dense with a density
three times as large as that of threshold. Thead&asture networks differ by their fracture
transmissivity distributions of lognormal standaeliations, equal to 0 in FDSO, 1 in FDS1
and 2 in FDS2. Flow fields displayed in Figure €c@nd column) show different flow

structures from highly-channeled (FTLO, FTSO and&Epto well-distributed (FDSO0).
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4. Results

After a visual inspection of the different testesgFigure 2 and Figure 4), we ranked them by
their apparent channeling degree (Table 2). Theronds derived separately in the porous
and fracture cases according to the flow-tube wgidihd regularity. In porous media, this

order is consistent witGF; values (Table 3). All results discussed in théofeing paragraph

are given in Table 3.

4.1. Relation betweerD;; and the number of considered flow tubes

The interchannel distand®. (5) depends on the proportion of flow used to defnchannel.

If nis the number of flow tubes, each flow tube carrdn part of the total flow. Figure 5
displays the relation betwe&i. and 1h. When 14 tends to 1D;. tends td., meaning that no
channel contains all the flow by itself. For theadiest values of b, the fracture cases reach
a plateau characteristic of the smallest distane®vden flowing fractures. i/can be
interpreted as characteristic of the smallest tbvannel that can be identified. In Figure 5, we
chose a value on=20, for which all test cases have a characteristerchannel distance
larger than the interfracture distance. The valuBpremains dependant afbut the relative
order for the different test cases remains the sahemnevem£20. We will thus comparB;c
values between test cases rather than their abse#ies in single test cases. The chosen
value of n is the flow-tube resolution. IDi.<L/n, the medium will be considered as
homogeneous in the sense that inter-channel detaze smaller thalk/n. The value o

should be increased for distinguishing closer ckénn

4.2. Channeling characteristicDjc and D

Figure 6a and Figure 6b display the two new indisaDi/L and D./L' in highly-
heterogeneous porous case§2:(3) and fracture cases. PG and PE configuratioue hary

close values ofDi; and D.. despite the visual ranking, meaning that the staorge
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correlations do not affect the channeling degreguré 6¢c and Figure 6d display the two
other indicatorsCF; and CT;. CT; performs poorly whileCF,; captures the channeling
increase of porous configurations (PC+, PF and PH@&ever,CF; can be used in porous
cases but is not available in fractured media. Ideee, CT; is not discriminating in porous
cases and does not account for the apparent raokioganneling in the fracture test cases.
Dic/L andD./L" are thus more adapted to characterize channetingistently in porous and

fractured cases.

The characteristic interchannel distanBg/L consistently increases with more visual
channeling. This increase is much smaller in thep® cases than in the fracture caBegL’
also increases in porous media and has significéargjer values in all channeled fracture and
porous fracture cases (FDS1, FDS2, FTLO, PF and.Rf2act, in fractured media, flow is
focused within the fractures and the variationfiaf rates are more restricted than in porous
media.D.J/L' reaches values close to one equivalent to M#leation of flow rates within
flow lines in FTLO, FDS2, PF and PF2. The comparisbthe variations iD;./L andD/L"
shows that in the porous casBgdL' increases over a range twice as large as thBjthf
from PC- to PC+. In the fracture case, howeg/L is more consistent with the visual
ranking of channeling thab./L'. These results indicate that a flow organizaiiwicator
(Dco) better characterizes porous flow channeling whiléow localization indicator ic)

better characterizes fracture flow channeling.

The variability ofDi¢/L is much larger in fractured media than in porowedia (Error bars in
Figure 6a), which means thaf. does not vary much in porous configurations winki@nels
are distributed over the field. Howevé& is highly variable in fracture configurations waer

channels can be either very clustered or spread.
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The absence of systematic correlation betwBgft andD./L' shown in Figure 7 confirms
thatDic/L andD./L' characterize two different channeling propertiggure 7 also shows that
Dic/L and D.J/L' consistently characterize channeling in respebtithe fracture and the
porous cases. First, the visually ranked non-chHadrfeacture case FDSO is in fact close to a
highly-correlated porous case (PCs=3, /=8). Second, the porous fracture cases PF and
PF2 located at the top left corner of Figure 7 hlavgerD /L' values than the porous cases

and smalleD /L' values than the fracture channeled cases.

Based on Figure 7, we distinguish three typesaf #tructures. First, weakly-channeled flow
structures are characteristic of Multi-Gaussiald§gPG, PE and PC-) and lead to srigliL
and D¢/L' values. Second, the mildly-channeled flow strucuneere obtained for higk-
connected patterns (PC+, PF and PF2 vsiﬁ;l) and have smab;/L values and large
D./L'values. Third, the highly-channeled media haved&g/L andD./L'values, like FTLO
or PF2 withs,”=3. The latter case corresponds to extreme chaxgnégr which flow is both

highly localized and highly continuous in a veryahmumber of channels.

4.3. Relation between channeling characteristics ark-field parameters

In this section, we look for a finer understandofgndicatorsDi./L andD./L’ by analyzing
their dependence on the structures of the porogsiré8-9) and fractured test cases (Figure
10-12). We then comment on the variation trends anglitudes.Di/L systematically
increases with more heterogeneity. In f@i¢/L increases witts® in porous media (Figure 8)
and with sy2 in fracture networks (Figure 12). Largsf values imply that flows focus in
sparser transmissivity zond3i./L also systematically decreases in denser fracteireanks,

i.e. when increasing the number of connected mrfthcture paths (Figure 11). Increasing
the probability of occurrence of long fractureshwsimallera values yields similar causes and

effects (Figure 10). Similarly, increasing the etation length/ in porous media from small
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to median values induces more channeling. The soleobviousD;/L variation is its
decrease from intermediary to large correlatiorgtles, approximately from~L/8 to /=L/2
(Figure 9). This may be due to two reasons. Fitst, standard deviation @;./L steeply
increases with to the point where its variations become smahantits variability. Second,
when the large correlation lengthis comparable to the system sizeor example for =L/2,
the system becomes more homogeneous and chanrmelsn@e regularly distributed,
explaining the smaller value @fi./L. Apart from these side effectd;/L is first determined
by the density of potential channels given by tbheadation length in porous media and by
fracture density and length distributions. Among plotential channels, only those made up of
the higher permeabilities lead to effective chasn€&his is confirmed by the variation ranges
of Dic/L presented in Table 4. The largest variation rargesiue to the fracture density first
and to the difference @./L values between porous and fracture cases (Figuiighéy cover

at least two thirds of the full variation &i./L. The variation ranges according $92 are
smaller but not negligible and account on averagdelss than half of the full variation range

of porous and fracture cases.

DcJL’ is less variable thabi/L. It varies significantly only in PF as a functiohs? (Figure

8), in FDS as a function csfy2 (Figure 12), in PG as a function b{Figure 9) and in FDO as a
function ofa (Figure 10). We argue in the following that théesgenuine variation is the last
one. The two first variations are due to the tridgmsifrom porous to fractured cases. Beyond
the transition $y2>1), DcJL’ is almost constant. In porous-fracture fields, Isnsa values
correspond to almost pure porous cases withoutuire& whereas higls® values lead to
fracture-like cases. In dense fracture networké wjf=0, the fracture network looks like a
porous medium. Increasingy2 triggers channeling while keepir./L’" almost constant.

D./L’ decreases with the correlation length. This cetsrituitive result is only apparent and
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mostly due to the simultaneous variationd.odnd/ in our simulation settings. In fact, we
have found thaD./L’ depends more oh// than on/. The range of variations @./L’ is
reduced from 0.25 to 0.09 when decreasing the rageariations ofL// from 64 to 8.
Disregarding these dummy variations, the sole genuariation that is not a transition is the
increase inD./L’ with smaller a values for dense networks (FDOQ). What fundamentall
changes in the latter case is the nature of theledtions.D./L’ seems to be more affected by
the nature of the correlation than by the varigpibf permeability. Aside from the large
variation ranges due to a transition from porolss-to fracture-like media marked in grey in
Table 4, it is the sole case where the variatioigeaofD./L’ is significant. More precisely, it

is of the order of three quarters of the full raderariations in all fracture networks, where
all other cases are restricted to one quarter.chiaenel continuity measured By/L’ is thus
much more influenced by the nature of the corretastructure than by the other parameters
including the permeability variability, the fraceudensity and the correlation lengbyy/L’

can be considered as an indicator of the natureoofelation. Finally, the absence of
correlation between variability anB./L' expresses that there is a fundamental limit in
channeling related to the local permeability suet rather than to the permeability

variability.

5. Discussion
As concluded in the previous section, gL' ratio depends much more on the nature of the
correlation than on the other parameters. The oityi of channels is at first a function of the
occurrence of underlying-connected permeabilityucttires. Dic/L is more intuitively a

function of the density of paths and of the setetof the highest permeability paths.

Although Dic/L andD./L’ have been defined as statistical characterigties, are still rough

estimates of the geometrical characteristics offilds as shown in Figure 2. We recall that
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Dic has been computed with a separation of flow tub&s 20 parts and thus measures
statistical properties of structures carrying aistel/20 of the total flowD;; is only slightly
variable for porous media and gives a characteristiale of the low-flow zones (blue
patches). In simple multiGaussian cases (Hiz),is close to the correlation length of the
velocity field. Dic is much more variable in the fracture networks mgheis not too far from
the distance between effectively flowing structu@s the other hand.. is more variable in
the porous media than in the fracture networkgshénporous media, it gives a characteristic
scale of the extension of the high-flow zones (iled tubes in Figure 2) and in fractured

media, it gives a characteristic length of flow whels.

As displayed in Figure MD./L' andD;/L are not strongly correlated. Their dependences on
the different model parameters (Figure 8 to Fidle explain the lack of strong correlation.
ConsequentlyDi. and D actually do measure two different channeling ctigréstics that
are only weakly interdependent. In other words,yth®mplementarily characterize

channeling.

Figure 13 displays the relation between the newcatdrsDi./L andD./L’ and the existing
indicatorsCF; andCT; [20]. CT; does not systematically identify the sparse fra&ctases
(FTSO and FTLO). Furthermore&;T; values within a single case are highly variable in
channeled media (Figure 14T; is thus not a good channeling indicator. The datien of
CF; with D¢J/L' is apparently better than with/L. D./L'< 0.5 corresponds to weakly
negative CF; values, indicating flow fields slightly more intaced by low-permeability
zones.D¢/L' > 0.5 corresponds to positie&F; values indicating flow fields more influenced
by the high- permeability zones making up the cleésiiThe advantage &f./L’' overCF; is

that the correlation structures are better disisiged. For example, PC+ and PF have very
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closeCF; values (Figure 6) but differ by thdd./L’ values. This difference stems from the
more contrasted channels in the PF configuratitative to the PC+ configuration, despite
the similar channeling intensity. However, it mbgt noted thaCF; better distinguish PF
from PF2 tharD,/L andD./L. The second advantage Bf/L’ over CF; is that it provides

information on the flow structure in both porousidracture cases

Dic/L andD¢/L’ could also be readily computed in anisotropic abdfields. We expect both
anisotropy and 3D to increaBg/L’ without significantly modifyingDic/L. Dic/L will remain
linked to the volume of the low-flow zones, the @weristic size of which will not be
strongly modified. However, we expect anisotropynicreaseD /L’ just by the effect of the
higher velocity correlations in the flow directid8D could also potentially provide longer and

more tortuous channels around the low-flow zoned,leence increada./L’.

The derivation oD;¢/L andD.J/L’ in natural cases is more difficult because ofifio& of data
that would lead to their direct estimate. They ddubwever be inferred from the geometrical
and hydraulic characteristics of the permeabiligydf either with the results of this study or
with closer simulations. It would be interesting,field cases, to condition the estimation of
these indexes on permeability and flow values &nd to lower the non-negligible variability

displayed in Figure 14.

6. Summary and Conclusion
Channeling has been observed both in field and yinthgtic contexts. However, its
characterization has been essentially qualitaiive.introduce two statistical indicators based
on the distribution of flow rates and compute thema wide variety of porous and fracture
permeability fields. The tested fields range, imqus media, from multi-Gaussian fields with
classical correlation laws (Gaussian and expongrnapermeability fields rearranged to

enhance channeling using the method Zign and Harveyand to permeability fields
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rearranged to mimic the presence of fractures withe field. The tested fractured media

cover a broad range of fracture lengths, densiiiestransmissivity distributions.

The first indicator D, is related to the characteristic interchannefagice. It is based on the
participation ratioS; applied to the distribution of flow-tube widthslthough statistically
derived, this ratio can be interpreted as a chargtc scale of the low-flow zones
perpendicular to the flow. It is moreover highlysgive to the variability of the permeability,
as well as to the permeability correlation pattérhe second indicatoD., is related to a
characteristic extension of channels. It is too poted with the participation rati® applied

to the Lagrangian derivative distribution of floates. It is highly sensitive to the nature of
the permeability correlation structure, which isaalan important channeling cause. Both
indicators consistently characterize flow chanrgelim porous and fractured media, wiih
being more sensitive in fractured media dbg in porous media. As they are weakly
correlated, they measure different channeling ateristics that are weakly dependent and
are complementary to characterize channeling imymand in fractured media. As a result,
they are complementary to identify and quantify rofeding in various media, from non-
channeled fields like multi-Gaussian permeabiligids with common correlation laws to
highly-channeled media like porous-fractured fieldgh a large variability and fracture
network with large fractures and broadly distriltliteansmissivity values. We will use the
proposed indicators in further studies to distisguweakly-, mildly- and highly-channeled

media in order to choose the most relevant modétamgework and identification strategies.
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Figure 1. Permeabilt fields K (left), flow rates/ (middle) and Lagragian derivatives ¢

flow rates 7’ (right) in three permeability fielc, all based orthe same multi-Gaussian

distribution with a Gaussiarorrelation. The correlation length is fixed1/1€"

of the system
size. Correlations are eitheot modified (top) or increased either bynnectingthe larger
permeability values (middIg}3] or by introducing fractureke structurs (bottom’[20]. 10

flow tubes as well as thBi; and D.. values defined in section &e siperimposed on tf
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565 fields of the middle column. 50 flow lines are supgosed on the distribution values of

566 Lagrangian flow derivatives of the right column.
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Figure 2:Permeability fields (left) associated with theicorrespondin¢flow fields (right).

Permeabilities are normaliz by their geometrical mean value. Flows normalized by the

maximal value.Test case anmes in thefirst column refer to Table 2Di. and D¢ values

defined in section are supemposed on the flow fields of e right column.
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580 Figure 4: (Leﬁ)lfracture tet cases, colored according to their-transmissivity middle)
581 corresponding flow fieldsvith D andD¢. and (right) flow tubesFlows are normalized b
582 theirmaximal value and coled with a logarithmic sce. Test case nan: in the first column

583 refer to Table 2.
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Figure 5:Di./L versus I in various porous and fractured test cases. Thacakblack line
represents the values used in the current stDgil.=1/n is the lower limit representing a
homogeneous field whil®;.//L=1 is the upper limit representing a field with &#ibws

concentrated in a unique channel.
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c) d)

592 Figure 6: Values of (apiJ/L, (b) Dc/L', (c) CF; and (d)CT;. For the different test cases
593 ranked by their increasing intuitive rating of chahing (Table 2), Error bars are the standard
594 deviations of the underlying distributions. Paraenetof porous cases a$¢2=3 and/=8. The

595 vertical double bar separates porous and fracéstecases.

596
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Figure 7:Dic/L versusD./L' in porous and fractured fields. Porous c; are representdy
squares, fractured casd®sy triangles and porous fractured caskg hexagons. The
combination of the two indators give an estimion of the channelinglegree with wakly-
channeled configurations (all Di;, small D.¢), mildly-channeled confurations (highDc,

smallD;c) and highlyehanneed configurations (higDic, highDc).
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Figure 8: Variation ofD¢/L' versusDi/L in porous test cases PG and PF for varying
permeability standard deviatioss. sy values are given next to the corresponding sysabol
Whens , tends to zerd)ic tends to I andD.. tends to zero as the permeability values tend

to be homogeneous.
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Figure 9: Variation ofD/L' versusDi/L in porous test cases PCnd PF forvarying

permeability correlation lenhs /. / values are given next to the corresding symbols
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Figure 10: D¢J/L' versusDi/L in fractured test cases with varying power-lawglén

exponents. Values ofa are given next to the corresponding symbols.
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Figure 11:.D./L' versusDJ/L in fractured test cases with varying fracture dessd. Values
of d are given next to the corresponding symbols. @gnsimeasured as the percentage of
fractures above percolation threshold. It is O atcplation threshold and 100 in networks

having twice as much fractures as in networks etgdation threshold.
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Figure 12: D.J/L' versus Di/L in fractured test cases with varying variances tlod

transmissivity distributiorsy?. Valuesof s y? are given next to the corresponding symbols.
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631

Figure 13: Channeling characteristiddic{L and D¢/L") versus indicator<CF; and CT;

defined in [20]. Note thdD;; is available only in porous cases.
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632

633 Figure 14:Di/L and D.JL" versusCF; and CT;. This figure shows the variability of the
634 indicators by depicting the 500 values for PG, R@d PF2 $y2:3, /=8) and, if available,
635 FDSO0 and FDS2. Small points stand for the 500 tesand large points for the associated
636 mean. Error bars stand for the standard devialdigrandD.. are generally less variable in the

637 same configurations thadF;, and particularly tha@T;.
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641

Distribution type Parameters

Gaussian mean and varianceg
Log-normal log-normal variances y°
Binary distribution ¥ with a probabilityp and

0 with a probability 1p

(1+(sd/ )™
eXp('SLNz)
p

PP

Table 1: Participation rati§; for classical distributions.
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642

Field Type Properties Short
name
Porous Rearranged with the C- methag}’=1 or 3,/=L/16 orL/2 PC-
Porous Gaussian correlatiors,, %=1 or 3,/=L/16 orL/2 PG
Porous Exponential correlations,>=1 or 3,/=L/16 orL/2 PE
Porous Rearranged with the C+ methasl, >=1 or 3,/=L/16 orL/2 PC+
Porous Rearranged with the F methasl, >=1 or 3,/ =L/16 orL/2 PF
Porous Rearranged with the F2 methaxl,?=1 or 3,/=L/16 orL/2 PF2

Fractured Densed€3p;), dominated by short fracturee=3.5), uniform FDSO
fracture transmissivityg,?=0)

Fractured Densed€3p;), dominated by short fracturea=3.5), distributed FDS1
fracture transmissivitys, Goq7 =1)

Fractured Densed€3p;), dominated by short fracturea=3.5), distributed FDS2
fracture transmissivitys %ogr =2)

Fractured Sparsed€p;), dominated by short fracture®=3.5), constant FTSO
fracture transmissivitys, Goq7 =0)

Fractured Sparsed€p;), dominated by long fracturesa%2.0), constant FTLO
fracture transmissivitys, Goqr =0)

643 Table 2: Porous and fractured test cases rankadllidy increasing order of channeling.
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CASE s/ / Di/L s2 (Di/L) DodL! $2 (DedLY) CF, s2 (CFy) CT s2(CTy)
PC- 1 8 0.063 0.0040 0.4 0.0820 -0.20 0.17 1.4 0.22
3 0.073 0.011 0.38 0.066 -0.21 0.19 1.6 0.38
1 64 0.061 0.0080 0.40 0.18 -0.10 0.50 1.4 0.35
3 0.070 0.022 0.44 0.20 -0.10 0.51 1.4 0.34
PG 1 8 0.065 0.0027 0.41 0.032 -0.0042 0.076 1.6 25 0.
3 0.092 0.0082 0.44 0.037 0.0014 0.071 2.3 0.64
1 64 0.064 0.014 0.29 0.088 -0.00023 0.43 1.3 0.28
3 0.096 0.049 0.31 0.13 0.020 0.41 1.6 0.55
PE 1 8 0.063 0.0031 0.40 0.016 -0.035 0.075 1.5 0.25
3 0.088 0.010 0.45 0.022 -0.026 0.073 2.2 0.60
1 64 0.062 0.0087 0.37 0.030 -0.015 0.27 1.4 0.26
3 0.089 0.032 0.39 0.065 0.00018 0.26 1.7 0.55
PC+ 1 8 0.071 0.0064 0.64 0.066 0.17 0.15 1.7 0.42
3 0.094 0.020 0.60 0.075 0.23 0.16 2.1 0.67
1 64 0.064 0.016 0.57 0.21 0.039 0.53 15 0.50
3 0.077 0.035 0.51 0.22 0.065 0.53 1.7 0.73
PF 1 8 0.066 0.0030 0.74 0.082 0.23 0.12 1.9 0.54
3 0.10 0.011 0.86 0.067 0.29 0.09 3.4 1.8
1 64 0.057 0.0053 0.70 0.12 0.31 0.31 1.4 0.25
3 0.071 0.017 0.70 0.15 0.31 0.31 1.8 0.68
PF2 1 8 0.067 0.0037 0.78 0.076 0.42 0.12 35 2.4
3 0.12 0.0030 0.92 0.052 0.64 0.078 15 9.6
1 64 0.056 0.060 0.71 0.11 0.33 0.32 1.5 0.55
3 0.069 0.1861 0.72 0.14 0.35 0.33 2.6 2.6
FDSO N/A 0.11 0.10 0.59 0.036 N/A 1.7 0.30
FDS1 0.24 0.15 0.86 0.050 7.2 8.4
FDS2 0.29 0.14 0.91 0.048 26 26
FTSO 0.64 0.18 0.65 0.089 2.2 5.3
FTLO 0.82 0.21 0.90 0.045 1.2 6.9
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644 Table 3: Mean and variance on 500 realizationgHerdifferent indicators and test cases. N/A stdadéndicators that cannot be computed in

645 the corresponding cases.
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646

Porous Cases Fractured Cases
Dic/L DdL' Dic/L DcodL'
Full range of variation 0.12 0.66 0.73 0.40
Sy 0.08 (PG) 0.1 (PG) 0.424=3.5) 0.31 (a=3.5)
0.10 (PF) 0.55 (PF) 0.24 @=2.0) 0.07 @=2.0)
/ 0.06 (PG) 0.09 (PG)
0.04 (PF) 0.14 (PF)
a 0.35 (5,°=0) 0.30 (5,°=0)
0.22 (5,°=3) 0.05 (5,°=3)
d 0.55(a=3.5) 0.1(a=3.5)

0.55 6=2.0) 0.12(a=2.0)

647 Table 4: Variation range (maximal minus minimalued) ofD;./L andD./L’ according to

648 porous and fracture parameters. High values in greydue to transitions from porous-like to

649 fracture-like structures rather than to variatioith s,°.
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