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Measuring the heterogeneity of the coseismic stress
change following the 1999Mw7.6 Chi-Chi earthquake
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[1] Seismicity quiescences are expected to occur in places where the stress has been
decreased, in particular following large main shocks. However, such quiescences
can be delayed by hours to years and be preceded by an initial phase of earthquake
triggering. This can explain previous analyses arguing that seismicity shadows are rarely
observed, since they can only be seen after this triggering phase is over. Such is the case of
the main rupture zone, which experiences the strongest aftershock activity despite
having been coseismically unloaded by up to tens of bars. The 1999Mw7.6 Chi-Chi,
Taiwan earthquake is characterized by the existence of several such delayed quiescences,
especially off the Chelungpu fault on which the earthquake took place. We here investigate
whether these delays can be explained by a model of heterogeneous static-stress
transfer coupled with a rate-and-state friction law. We model the distribution of coseismic
small-scale stress changet by a Gaussian law with mean�t and standard deviationst .
The latter measures the level of local heterogeneity of the coseismic change in stress. The
model is shown to mimic the earthquake time series very well. Robust inversion of
the�t andst parameters can be achieved at various locations, although on-fault seismicity
has not been observed for a sufficiently long time to provide more than lower bounds
on those estimates for the Chelungpu fault. Several quiescences have delays that can be
well explained by local stress heterogeneity, even at relatively large distances from the
Chi-Chi earthquake.

Citation: Marsan, D., and G. Daniel (2007), Measuring the heterogeneity of the coseismic stress change following the 1999Mw7.6
Chi-Chi earthquake,J. Geophys. Res., 112, B07305, doi:10.1029/2006JB004651.

1. Introduction

[2] Static-stress triggering predicts that off-fault seismi-
city can either be turned on or off with roughly equal
probability, depending on the location and orientation of
the target fault relative to the main fault. However, several
studies have pointed out the absence or paucity of seismicity
shadows after large main shocks [Parsons, 2002;Marsan,
2003; Felzer and Brodsky, 2005; Marsan and Nalbant,
2005; Daniel et al., 2006; Mallman and Zoback, 2007].
While immediate, significant seismicity decreases are in-
deed very rare (seeDieterich et al.[2000], Toda and Stein
[2003], andWoessner et al.[2004] for exceptions), late
quiescences typically delayed by months have been reported
in several studies: about 4 months on the locked segment in
Parkfield following the 1983 Coalinga earthquake [Toda
and Stein, 2002], 6 months in extended areas of the Landers
rupture zone, at shallow depths [Ogata et al., 2003], a few
months at several locations following the Chi-Chi earth-

quake [Ma et al., 2005], and 4 months after the Izmit
earthquake at Yalova [Daniel et al., 2006]. Relative late
quiescences during aftershock sequences have also been
observed followingM6+ earthquakes in Japan byOgata
[2001].

[3] It is not clear whether such delayed quiescences are
triggered or at least causally connected to the main shock.
For example,Ogata et al.[2003] proposed that the quies-
cence they observed after Landers could be due to aseismic
slip occurring on the fault that was to rupture 6 years later
during the Hector Mine earthquake. More generally,Felzer
and Brodsky[2005] argued that quiescences happen at
random, with spatial structures that are not coherent with
static-stress triggering modeling, so that they could not be
attributed to the main shock. In the case of delayed
quiescences, causality is indeed an issue, as with increasing
delay it becomes more and more difficult to reject the
possibility that some postseismic process, hence something
else than the coseismic stress change itself, could have
caused them.

[4] The fact that quiescences can be delayed is however
not too surprising; such a phenomenon is expected to occur
on the main fault, which can become silent after years of
strong aftershock activity. The initial phase of seismicity
increase (aftershocks) is then attributed to heterogeneity of
slip, hence of stress, while the latter phase of quiescence is a
signature of the overall stress drop caused by the main
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shock. Following this line of thought,Helmstetter and Shaw
[2006] andMarsan [2006] used the rate-and-state friction
model [Dieterich, 1979, 1994;Ruina, 1983] to show that
realistic levels of coseismic slip can indeed well explain the
occurrence of delayed quiescences. Also, Helmstetter and
Shaw demonstrated that the initial aftershock phase is then
characterized by (low)p values correlated with the degree of
stress heterogeneity.

[5] A question is then, can off-fault quiescences also be
delayed due to heterogeneous stress changes? As shown by
Helmstetter and Shaw[2006] andMarsan [2006], stress
heterogeneity created by variability in slip is likely to be too
low past about one fifth to one half of the rupture length
away from the main fault to create any delayed seismicity
shadows. Another source for roughening the coseismic stress
field at greater distances must then be invoked, as for
example structural heterogeneity in heavily damaged and
fractured zones, for which local stress concentrations are
expected. As already discussed byMarsan [2006], static-
stress modeling is based on computing smooth stress fields;
it is therefore unlikely to explain those seismicity changes
caused by small-scale heterogeneous stress changes, as in
the case of delayed quiescences.

[6] This paper is an attempt at testing whether off-fault
coseismic stress heterogeneity can be measured from the
time evolution of seismicity, more particularly in case
delayed quiescences are observed. To do so, we use the
rate-and-state friction model to relate stress and earthquake
rates. We examine the Chi-Chi earthquake aftershock
sequence, mainly because (1) the seismicity is abundant
and monitored by a dense network of stations, and (2) this
sequence exhibits several delayed quiescences at various
well-identified locations [Ma et al., 2005]. We therefore
test whether quiescences which start was typically delayed
by months can indeed be modeled as due to stress changes
with negative mean but strong spatial variability, hence
including small zones of positive stress changes. This study
is therefore not a systematic search for seismicity shadows;
we rather aim at understanding if immediate shadows could
be rare because of the delaying effect caused by stress
heterogeneity.

[7] We first present in section 2 the method for measuring
the significance of seismicity shadows and for estimating
stress heterogeneity and then detail the analysis of the Chi-
Chi sequence in section 3. The main conclusion of this
work, as further discussed in section 4, is that only a few
delayed quiescences are really significant, with some of
them that can indeed be well explained by coseismic stress
heterogeneity, albeit at distances from the main fault that are
large enough to prevent slip spatial variability to play a role
in creating such an heterogeneity.

2. Method
2.1. Outline

[8] The objective is to estimate, from an earthquake
catalogue, hence from seismicity rates, the distribution of
coseismic stress changes. For any given location, we
assume a Gaussian distribution of stress; hence only two
parameters are sought, the mean stress change�t and
the standard deviationst . It is the latter parameter that
measures the local stress variability.

[9] Close to the main shock, i.e., within the rupture zone,
the change in seismicity rate caused by the earthquake is
generally very clearly seen. In the case of the Chi-Chi
earthquake, the seismicity rates were particularly stable in
the years prior, so that the vigorous activity following Chi-
Chi can be directly related to the main shock. We then simply
examine the Omori-Utsu rate decay after Chi-Chi and try to
fit this decay by a parameterized model of seismicity depend-
ing on parameters�t andst . We use the rate-and-state friction
model ofDieterich[1979, 1994] andRuina[1983].

[10] Further away from the mainfault, at distances greater
or of the order of about half the rupture length, the
seismicity time series is not as strongly influenced by the
main shock anymore. Other smaller, local earthquakes can
then significantly perturb the seismicity. In order to measure
the coseismic stress change caused by Chi-Chi, it is then
necessary to account for those perturbations. We then model
the 9+ yearlong time series (starting 5 years before and
ending 4.4 years after the main shock) by assuming that
several earthquakes, rather than just Chi-Chi, can trigger
seismicity. Such earthquakes are called ‘‘triggers.’’ The
main difficulty becomes then to define the number of
triggers that are needed to correctly fit the series and to
constrain their occurrence times.

[11] In this section, we detail all these issues in a general
context. The case of the Chi-Chi earthquake is examined in
section 3.

2.2. Rate-and-State Friction Modeling
[12] In order to fit the observed seismicity, we use a

model based on rate-and-state friction [Dieterich, 1979,
1994; Ruina, 1983] with the slowness law [Dieterich,
1986]. This model assumes that an infinite population of
independent earthquake nucleation sites reacts to changes in
stress conditions according to the rate-and-state friction law.
The seismicity rate (number of earthquakes per unit time) is
defined as

l � t� �
m

g� t� �t
� 1�

with mthe stationary background rate, i.e., the constant rate
of earthquake occurrences if the driving stress acting on the
faults increases linearly with time, i.e., as in the case of
faults only sensitive to the constant tectonic stress loading
rate �t . Parameterg is a function such thatdg = dt � gdt and
contains the coupling of the population of nucleation sites to
the changes in stress. Time dependence of the seismicity
ratel (t) is controlled by the time evolution of this function
g(t). We modelt as a quantity uniformly increasing with
time dt /dt = �t (tectonic loading), to which stress steps {t i}
occurring at times {ti} are added (sudden stress changes,
called triggers). All stresses are normalized and are
expressed in units ofAs, where A is a constitutive
parameter of rate-and-state friction with typical value
around 0.001 [Dieterich, 1994], ands is the normal stress
acting on the fault. All times are in units ofta = As

�t .
[13] As already detailed inMarsan [2006], for a fault

initially at steady state and undergoingN stress changes
{ t i}= t 1,� � �, t N at times ti, the function g defined in
equation (1) is:

g t � t1� � �
1
�t
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g t1 � t � t2� � �
1
�t

� 1 � e�� t� t1� e� t 1 � 1� �
� �

g t2 � t � t3� � �
1
�t

� � 1 � e� t� t1� � � � e� t 1� t 2 � e� t 2

� et2� t1 � e� t 2 � 1���

� � �
or equivalently

g ti � t � ti� 1� � �
1
�t

� 1 � e� t� t1� � � i

� �
� 2�

with � i recursively computed as:

� i � � i� 1e� t i � eti � t1 e� t i � 1� � � 3�

starting att < t1 with � 0 = 0.
[14] In the case of just one trigger acting at timet = 0, the

seismicity rate jumps from the background ratemto l (t = 0+) =
met immediately after the earthquake, stays constant untilt 	
et , and then branches onto them/t curve, hence an Omori-like
decay of the rate; see Figure 1. In the following, triggers are
used to denote rapid changes in stress that can modify the
seismicity; those changes are most generally caused by earth-
quakes but not always, as will be shown in the case of the
Nansan region (section 4.1). Triggers that are not catalogued
as earthquakes could independently be identified in geodetic
signals if they cause enough surface displacement.

2.3. Variable Stress Steps
[15] We now consider the case of seismicity generated by

a set of N triggers at times {ti}, with each stress step
distributed following a Gaussian distribution with mean
� �t i � and standard deviation {st i }. More precisely, the
seismicity ratel (t) is the sum of an infinite number of
(infinitely low) rates on (infinitely small) patches, each
behaving independently from the others and undergoing a
series of stress steps in which values are randomly and
independently drawn amongN Gaussian populations

 � �t i � st i � . This amounts to say thatl is the ensemble

average ofl (t�t 1,� � �, t N) with t i � 
 � �t i � st i � independent
of all otherst j, j �� i. The ensemble average is therefore
taken over all the possible stress trajectories. The model is
therefore equivalent to computing a path integral for stress
random walks with prescribed times of displacements.

[16] Numerically, the computation ofl (ti < t < ti+1) is
performed by keeping track of the set of values� i

(k), 1 
 k 

Nk, such thatP(� i < � i

(k)) = k/Nk. This is done with the
following algorithm:

t � t1 � � � k�
0 � 0� � k�

t1 � t � t2�

� � k�
1 � e� t � k�

1 � 1 � 4�

with t 1
(k) such that

k� Nk � 1� 2 � 1� 2 � erf
t � k�

1 � �t 1���
2

�
st 1

� �

� 5�

Then, starting withi = 2:
[17] ti < t < ti + 1: Nk

2 values of� i
(k) are computed as all the

combinations involving theNk values oft i
(k) such that

k� Nk � 1� 2 � 1� 2 � erf
t � k�

i � �t i���
2

�
st i

� �

� 6�

and theNk values of� i � 1. We thus have

� � l�m�
i � � � l�

i� 1e� t �m�
i � eti � t1 e� t �m�

i � 1
� �

� 7�

with both l and m ranging between 1 andNk. ThoseNk
2

values are then sorted by ascending order. This gives a set of
Nk

2 increasing values with the property thatP(� i < � i
(k)) = k/

Nk
2, the unique indexk now ranging from 1 toNk

2. A
decimation is finally performed, so to only keep one� i

(k)

value everyNk.
[18] Finally, the seismicity rate at timeti < t < ti +1 is

computed from the� i
(k) values as:

l ti � t � ti� 1� � � E
m

1 � e� t� t1� � � � k�
i

� 	

� 8�

� l ti � t � ti� 1� � �
1

Nk


Nk

k� 1

m

1 � e� t� t1� � � � k�
i

� 9�

[19] For a single trigger, there are three limit cases; see
Figure 2, (a)�t � 1 and �t � st , in which casel � m/t
which is the maximum rate for a single trigger, as already
described in section 2.2; (b)�t � � 1 and �t� � � st , for
which the ratel � me�t stays constant until aboutt = 1;
(c) �t� � � st , for which l � 1

2m/t; that is, the rate is half
the maximum rate.

[20] Robut estimation of parameterst can only be done
when�t < 0 and the quiescence is effectively observed. This
can imply long observation times if both�t� � and st are
large. When�t > 0, this estimation becomes difficult because
ta is then not well constrained, and its error directly impacts
on st . A strong constraint onst can, however, be obtained
in all cases if the seismicity is reliably documented in the
very early times (for example, hours) after the main shock.
Then, the existence or not of an early stationary regime,

Figure 1. Seismicity ratel following a main shock
causing a stress stept , for varying values oft . The rate
changel /m eventually collapses onto a single 1/t curve,
until t 	 1.
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hence of a cut-off timescale (thec parameter in Omori’s law),
gives strong clues aboutst : large values ofst imply no clear
cut-off, whilest = 0 is characterized by an early stationary
regime. Recent observations point toward a vanishingly
small c [Kagan and Houston, 2005], at least for on-fault
seismicity, hence large levels of on-fault stress heterogeneity
[Helmstetter and Shaw, 2006]. It thus becomes important to
examine the seismicity at times as early as possible, despite a
quickly varying magnitude of completeness in this time
interval. This is discussed in greater length in section 3.2
when studying the stress heterogeneity on the Chi-Chi
(Chelungpu) fault.

2.4. A Test of the Method
[21] In order to illustrate and check the validity of the

method, a synthetic time series {ti} is simulated as a
realization of the rate-and-state model of section 2.3 with

five triggers. The model parameters are detailed in Table 1
and were chosen to resemble those obtained for the Nansan
region, studied in section 4.1. Figure 3a shows the time
series, along with the best fit. The (negative) log likelihood
is used as the cost functionJ(q) =

�
dtl (t) �

�

i
lnl (ti) with

Figure 2. Three limit cases for a single trigger with
variable stress step, see text. (a)�t > 0, st � �t , leading to
l = m

t . (b) �t < 0, st � �t , leading tol = me�t . (c) st � �t ,
leading tol = m

2� t for t < ta
2.

Table 1. Model Parameters for the Synthetic Time Seriesa

Trigger �t st

1 1 1
2 2.55 3
3 3 0
4 � 0.88 1.89
5 � 4.25 5.15
aParameterta is equal to 2 (in arbitrary units).

Figure 3. (a) Synthetic time series (black dots) using the
parameters of Table 1 and best fit model (gray line). The
occurrence times of the five triggers are indicated with
vertical lines. (b) Minimum cost functionJ obtained when
inverting the 10 stress parameters (�t andst for each of the
five triggers) at fixedta versusta. The bestta is found equal
to 
ta = 1.3. (c) The 10 stress parameters (� ), obtained by
inversion of the data, and their error ellipses, using the best
fit at 
ta = 1.3, compared to the input parameters (+) of
Table 1. The triggers are numbered from 1 to 5. The signi-
ficant underestimation ofta (
ta = 1.3 ± 0.6 compared to the
input value ofta = 2) causes the stress estimates to depart from
the input values.
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l (t) defined in equation (9). For each trigger, two para-
meters are sought (�t and st ). The durationta is also
inverted. Here since five triggers are considered, a total of
11 parameters are inverted. The best model is obtained by
running the inversion on the 10 stress parameters {�t ,st } at

fixed ta. Regularly spaced values ofta were tested, and the
value 
ta yielding the minimum cost functionJ was kept as
the best estimate ofta, cf. Figure 3b. From this
ta, we obtain
the best parameter set
q � � 
t � 
st � .

[22] Error on the 11 parameters are estimated by pertur-
bing this best parameter set
q � q� � 
q � � and performing
a quadratic fit of the cost function

J � J0 � � � � qJ� 
q� �
1
2

� T� 2
qJ� 
q� � � o� � 3� � 10�

yielding the covariance matrix of the errors� 2
qJ� 
q�

� � � 1
.

Figure 3c displays the error ellipses in the (�t ,st ) plane,
where each of the five triggers is examined independently;
that is, 2� 2 covariance matrices are extracted from the full
covariance matrix. Typical errors are of the order of ±1 on
stress parameters, while the error onta is ±0.6, hence
ta =
1.3 ± 0.6 compared to the actual value ofta = 2 used for
generating the time series.

[23] This test can be extended further in order to check
the sensitivity of the inversion to the estimation ofta. One
hundred independent realizations of the model were run,
keeping with the same model parameters as of Table 1, and,
for each realization, the best parameter set was estimated.
This was done by setting
ta to be equal to 1, 2, and 4,
and inverting only the remaining 10 (stress) parameters.
Figure 4 clearly shows the strong influence of
ta. Very
generally, for any given trigger, the two parameters
t and 
st
are anticorrelated, as shown by the shapes of the error
ellipses in Figures 3c and 4. Taking a lower value of
t
implies that the early triggering rate is underestimated,
which can be counter-balanced by an increase in
st
since the latter promotes early aftershocks [Marsan, 2006;
Helmstetter and Shaw, 2006]. Underestimatingta promotes
early rates, too, but also causes the quiescence to occur
earlier, when�t < 0. The estimation mostly sees the first
effect, which is compensated by decreasing
st , hence
ta and

st are positively correlated, while
ta and
�t are anticorrelated.
These correlations between the parameters can be directly
seen in the error covariance matrix. Figure 4 also shows that
too low a value of
ta (for example, Figure 4a) implies larger
mean stresses and smaller stress standard deviations.

[24] Such correlations between the parameters are likely
to cause problems in estimating the distribution of the stress
change. In particular, a significant error in the estimate ofta
can change the sign of the mean stress��t : a 
ta larger than the
‘‘true’’ ta could lead to an estimated negative mean stress
change. It is therefore of great importance in such an
analysis to accurately measure how sensitive the results
are to perturbations of the estimate
ta.

2.5. Measuring Seismicity Rate Changes
[25] As well as measuring the variability in coseismic

stress, we also quantify the significance of seismicity shad-
ows when observed. We here follow the approach already
documented byMarsan[2003],Marsan and Nalbant[2005]
andDaniel et al.[2006]. This method compares a predicted
number of earthquakesL 0 had the main shock not occurred to
the actually observed numberL 1. The prediction relies on the
seismicity model used to mimic the earthquake time series.

[26] More specifically, the model parameter setq is first
optimizedq � �q by fitting the model to the earthquake time

Figure 4. Effect of how under/overestimatingta affects
the values of the inverted stress parameters, results of
100 independent synthetic earthquake time series with
parameters of Table 1 and stress parameter inversions for
which we fixed parameter
ta to (a) 
ta = 1, (b) 2, and (c) 4.
The actual modelta parameter is equal to 2. The ellipses are
drawn at the 1� s contour, hence in two-dimensional
contain	 46.6% of the 100 sample points.
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series {t1, t2,� � �} up to the time of the main shockT0,
according to the cost functionJ(q) =

�T0

0
dtl (t) �

�

ti � T0

lnl (ti);

see section 2.4. The covariance matrix of the errorDq is
estimated by least squares fittingJ in the vicinity of the
solution �q. We then extrapolate the model ratel (t) after
the main shock to estimate the predicted rate. The distri-
bution of this predicted rate is found by perturbing�q
according to the errorDq. This distribution is finally
compared to the real, observed rate. More precisely,
for a time interval [T1, T2] after the main shock, the
number of observed earthquakesN gives the probability
density functionf1� L 1� � e� L 1L N

1 � N� of the Poisson mean
L 1. This density is compared to the null hypothesis,
corresponding to the predicted meanL 0 computed as

L 0 =
�T2

T1

dtl (t) for the model with parameters�q and error

Dq. Finally, the significance of the change is measured by

the probability� = P(L 1 > L 0) =
��

0
dL 0f0(L 0)

��

L 0

dL 1f1(L 1)

that the real rate can be greater than the predicted rate
‘‘by chance.’’

3. Analysis of the Chi-Chi Sequence: On-Fault
Heterogeneity of the Stress Change
3.1. General Presentation

[27] On 21 September 1999, theMw7.6 Chi-Chi earth-
quake ruptured 80 to 100 km of the Chelungpu thrust fault

in Taiwan, with a downdip extension of 35 to 40 km, and
caused a	 10-m maximum offset at the surface [Shin and
Teng, 2001]. Individual or joint inversions of the coseis-
mic slip distribution, based on strong motion and tele-
seismic, Global Positioning System (GPS), and Satellite
Pour l’Observation de la Terre (SPOT) images, have
robustly shown that slip generally increased updip and
toward North or similarly that a strong asperity with
15m–20m slip was located about halfway between the
hypocenter and the northern end of the rupture [Iwata
et al., 2000; Kikuchi et al., 2000; Ma et al., 2000, 2001;
Yoshioka, 2001; Dominguez et al., 2003; Zhang et al.,
2003; Loevenbruck et al., 2004].

[28] We analyze the seismicity as given by the Central
Weather Bureau, starting 5 years before and ending 4.4 years
after the main shock. Thirteen years of seismicity, includ-
ing the 1999 Chi-Chi earthquake, are shown in Figure 5.
We only consider in this analysis the seismicity starting
from September 1994, as changes in detection make the
catalogue inhomogeneous before this date. We first focus
on the main fault and then in those areas found byMa et al.
[2005] to undergo quiescences in the months following
Chi-Chi. We both search for seismicity shadows and
quantify their statistical significance and measure the level
of coseismic stress heterogeneity when possible. The latter
is given in units of parameterAs intervening in the rate-
and-state friction model rather than in absolute stress
values. Typical values ofAs have been found elsewhere
to be of the order of 0.01 to 0.1 MPa, e.g., in the works of
Toda et al.[1998] andCochran et al.[2004].

3.2. Stress Heterogeneity on the Ruptured Chelungpu
Fault

[29] Following the Chi-Chi earthquake, a strong after-
shock activity took place, most particularly at 10 km depth
on the main fault where the aftershock rate reaches a
maximum; see Figures 6 and 7b. As already noticed by
Ma et al. [2001], the change in seismicity rate is globally
anticorrelated with the coseismic slip distribution; lower
rate changes are found around the hypocenter and the patch
of large slip located in the northernmost half of the rupture.
In the case of Chi-Chi, aftershocks tend to favorably occur
in areas of low slip.

[30] Aftershocks cluster at the downdip termination of the
rupture (	 30 to 40 km on they axis of Figure 7b). This,
along with the existence of an aseismic decollement at
	 10 km depth [Loevenbruck et al., 2001; Dominguez
et al., 2003] and the close similarity in shape of the
aftershock time series and the postseismic GPS displace-
ments near the fault, have ledPerfettini and Avouac[2004]
to propose that aftershocks were primarily driven by after-
slip on the decollement plane. The transition zone between
the aseismic decollement and the locked fault at shallow
depth is expected to be short, i.e., kilometric. A different
conclusion is reached byCattin et al.[2004], who proposed
that the coseismic slip deficit linearly increasing with depth
must imply a seismic coupling decreasing from 100 to 0%
over the whole 30-km width of the rupture. While after-
shocks indeed cluster at 10-km depth, the seismicity rate
change is maximum at shallower depth, cf. Figure 7c. The
distribution of aftershocks cannot therefore be solely con-
trolled by afterslip at depth. Also, stress loading of the

Figure 5. M4+ earthquakes in Taiwan, 1991–2004. The
Chelungpu fault that ruptured during the Chi-Chi earthquake
is sketched by its projection onto the surface, in black. The
four areas reported byMa et al.[2005] to have experienced
delayed quiescences plus the two additional zones discussed
in section 4.5 are shown in gray: (1) Nansan, (2) Taichung,
(3) Kaoping, (4) Huathung, (5) Nanao forearc, (6) Okinawa
Trough.

B07305 MARSAN AND DANIEL: MEASURING STRESS HETEROGENEITY

6 of 21

B07305
































